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The problem of getting irreducible *-representations 11' of Lie superalgebras B(O,n), n = 1,2, is 
studied, starting with a recently constructed family of linear representations in terms of 
ditferential operators on the space C N of CN-valued COO-functions. Equivalent formulation via 
creation-annihilation operators of a para-Bose system with n degrees of freedom is used, and 
the domain g of any 11' is shown to be a subset of C N containing a nonzero vacuum subspace. 
By assuming its dimension finite, the necessary conditions for existence of 11' are derived. The 
method is applied to the superalgebra B( 0,1) and a one-parameter family II of nonequivalent 
irreducible *-representations in terms of unbounded linear operators on L 2(R+) ® C2 is 
obtained. Each representation 1T'Ell has a nondegenerated vacuum and for all zeB (0,1 ) 
satisfying z = z*, the operators 11'(z) are essentially self-adjoint. 

I. INTRODUCTION 

Recently, we have constructed for the Lie superalgebras 
osp(l,2n), n = 1,2, families of infinite-dimensional linear 
representations Zl-+0(n)(z).1-3 The representations O(l) 
form a family depending on one parameter that can assume 
any real value. The family of representations 0(2) is labeled 
by parameters N and K: N = 2,4, ... , and K takes values in 
some % NCR. Foreachzeosp(l,2n), the operator o(n)(z) 
is a linear differential operator on C N (Mn )-the space of 
Coo vector functions <1>: Mn 3~<I>(X)ECN, where 
M 1: = R+ (N = 2forn = 1), andM2 is some open subset of 
R+XR2. 

Under osp(l,2n), we understand the unique real form 
of the complex Lie superalgebra (LSA) B(O,n). This LSA is 
generated by 2n odd elementsYI' 1 = ± 1, ... , ± n; their sym­
metric products determine n (2n + 1) independent even ele­
ments 

Xjk: = !(Yj'Yk) =xkj ' (1.la) 

and the law of multiplication reads 

(Xjk'YI): =gjl Yk + gkl Yj' gjl: = sgn(j)Bj+I. 

By using the Jacobi identity, one gets 

( 1.lb) 

(Xjk,xlm) =gjlXkm +gjmXkl +gklXjm +gkmXjl. (LIe) 

The basis {Xjk'Y/: j,k,1 = ± 1, ... , ± n} will be called Racah 
as its even part is identical with the basis ofsp(2n,R).4 

For discussing properties of representations 0, it is con­
venient to regard the space AN of linear differential opera­
tors on C N (M) as an associative *-algebra equipped with 
adjoint operation "#", S and introduce the standard LSA 
structure6 on its linear subspace d: = do EB d 1 which is 
determined via the Racah basis as 

do: = {O(Xjk ): j,k = ± 1, ... , ± n}lin, 

d1:={0(Y/): 1= ± 1, ... ,±n}lin. 

Basic features of the representations 0 can now be sum­
marized as follows. 

(i) Each 0 is a homomorphism of osp ( 1,2n) on d, the 
order of the differential operator 0 (z) being at most 1 if z is 
an odd element and at most 2 if z is even. 

(ii) Let Zl-+Z* be the involution on B (O,n ) 7 defined as 
the antilinear extension of 

xjt: = -Xjk, yr: = - iYI i=Ff. (1.2) 

Then one hass 

O(z*) = O(z)l, ( 1.3) 

i.e., 0 is a *-homomorphism. In particular, for elements of 
the even subalgebra, sp(2n,R) holds x* = - x, so that 
O(x) is skew-symmetric: 

O(x)1 = - O(x), xesp(2n,R). 

(iii) All independent Casimir elements of osp( 1,2n) 
( there is just one for n = 1 and two for n = 2) are represent­
ed by multiples of unity in AN (Schur-irreducibility), the 
parameters that label 0 being in one-to-one correspondence 
with these numbers. 

The main purpose of this paper is getting algebraically 
irreducible8 Hilbert-space *-representations from the linear 
representations 0 (n). This is achieved by restricting suitably 
the representation space of o(n); the procedure is described 
in detail in Sees. II and III, its essential feature being the 
requirement that the representations we construct have fin­
ite-degenerated vacuum [see Eqs. (2.5 )-( 2. 6) ]. 

In Sec. IV the procedure is applied to the family 
{O(!)} = {OK: KeR} of linear representations of B(O, 1) on 
the vector space C i (R +) giving the following results. 

(a) A one-parameter family II of nonequivalent irredu­
cible * -representations of B (0,1 ) in terms of unbounded op­
erators on L 2( R +) ® C2 was obtained. Each representation 
11" = 11'KEll equals OK ~ ~ K for some KE( - 112,00)"\ {a}, 
~K being an OK-invariant subspace ofCiCR+) such that 
P) K = L 2 (R +) ® C2; in addition, 11' K has a nondegenerated 
vacuum. 

(b) The family II is complete in the following sense: if 
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K'eR\ {O}, g' is a subspaceofC i(R+) whose intersection 
with the vacuum subspace is nontrivial, and if 11"' = .oK' ~ g' 
is an irreducible *-representation of B(O, 1), then 11"' is equi­
valent to some 11"EII. 

(c) For each 11"EII and all elements zeB(O, 1) satisfying 
z = z* the operators 11"(z) are essentially self-adjoint on g. 
Particularly, this holds forz = ixjk andz = exp( - i11"14)Yk' 

where {Xjk'Yk:j,k = ± 1} is the Racah basis of B(O,l). 
(d) If 11" is restricted to sp(2,R) -sl(2,R), Le., to the 

even subalgebra of the unique real form osp ( 1,2) of B (0,1 ) , 
a skew-symmetric representation of sl (2,R) is obtained that 
equals direct sum of two irreducible skew-symmetric repre­
sentations of sl(2,R) on L 2(R2). Each of these representa­
tions is integrable to a unitary irreducible representation of 
the universal covering group ofSL(2,R). 

II. FORMULATION OF THE PROBLEM 

Let K be a Hilbert space and g a dense subspace of K. 
A set {aj,ar j = 1,2, ... ,n}CEndjf<'g (see Appendix for 
definitions) is calledpBn-set with domain g if 

[{aj,ak},al ] = 0, (2.1a) 

(2.1b) 

The aj (aJ) is interpreted as thejth mode annihilation (cre­
ation) operator and 

A l{A At} 
nj: = 2 aj>aj (2.2) 

as thejth mode particle-number operator of a para-Bose sys­
tem with n degrees of freedom.9 

A simple example of a pBn -set is provided by annihila­
tion and creation operators of usual bosons that satisfy the 
canonical commutation relation (CCR). It is known that for 
each n = 1,2, ... , such a set for which the operator alai 
+ ... + a~an is essentially self-adjoint (e.s.a.) isjustoneup 
to equivalences. 10 That is why only "non-trivial" solutions of 
Eqs. (2.1) are of interest, viz. those for which the CCR do 
not hold. The first example was given for n = 1 by Wignerll. 
Later on, Green discovered for arbitrary n, including 
n = 00, an infinite set of solutions labeled by one integer 
p = 1,2, ... , called "order," and Greenberg with Messiahl2 

selected from among them the irreducible ones acting on a 
Fock space with a unique vacuum. 

Our aim is obtaining irreducible pBn -sets for n = 1,2 
from the representations n(n). This is possible, at least in 
principle, because pB n -sets and representations of B (O,n ) 
are closely related. In order to get a formulation suitable for 
the purposes of this study, consider another basis {bjk,al : 

j,k,l = ± 1, ... , ± n}inB(O,n) defined via the following map 
t: 

a l =t( YI): = 2- 1
/
2

( YI - iy -I)' (2.3a) 

bjk =t(Xjk): = !<aj,ak ) = !(xjk - x -j-k) 

-!(X_jk +Xk_j)' (2.3b) 

It can easily be verified that all the structure constants 
are identical with those of the Racah basis [see Eqs. (1.1)]; 
thus, t is an automorphism of B(O,n). Moreover, one gets 
from (1.2) 

(2.3c) 
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By using these facts, one readily gets the sought interrelation 
of pBn -sets and *-representations of B(O,n). 

Proposition 2.1: If 11" is an irreducible *-representation of 
B(O,n) in terms of operators in Endjf<'g, then 
{11"(aj ),11"(aj p': j = 1,2, ... ,n} is an irreduciblepBn setY 

In view of this assertion, the problem of constructing 
pBn-sets from representations n=n<n) can be formulated 
purely in the language of the representation theory as fol­
lows: Given a linear representation .0 on C 'N, find an .0-
invariant subspace g C C'N and introduce a scalar product 
on ~ such that the operators 

11"(z): = n(z) ~ g, zeB(O,n), (2.4a) 

form an irreducible representation of B(O,n) on K: = g 
and fulfill 

11"(z)t = n(z)1I ~ g. (2.4b) 

This condition implies that 

AnI n n 
N:= r nj =- r {11"(aj ),11"(aj )t} = r 11"(bj _ j ) 

j=1 2 j=1 j=1 

has to be a positive operator 

(2.4c) 

and, due to its interpretation as particle-number operator, 
must have a nonempty point spectrum. Using the standard 

considerations based upon the relations [N,aj ] = - aj , 

j= 1, ... ,n [cf. Eq. (2.1b)], one concludes that the sought 
domain g must have a nontrivial intersection with the vacu­
um subspace 

Va: = {tPeC'N: O:jtP=O, j=l, ... ,n}, O:j=n(aj ). 
(2.5) 

The usual requirement of uniqueness of the vacuum will 
be replaced by a weaker condition 

1 <dim g n Va < 00, (2.6) 

since uniqueness, which is essential in the quantum field the­
ory, is a too restrictive condition when systems with a finite 
number of degrees of freedom are concerned. Representa­
tions 11"=.0 ~ g, which fulfill Eq. (2.6), are said to have 
finite-degenerated vacuum (FDV-representations). Let us 
recall in this context that for representations with a unique 
vacuum tPo, one has l4 

akaf<l>o=pok-ltPO' p>O, 
where p is independent of k and is called the order (of para­
statistics) Y This relation is in general not valid if the 
uniqueness of vacuum is violated; in particular, the notion of 
order does not make sense for representations with degener­
ated vacuum. 

III. GENERAL FEATURES OF THE CONSTRUCTION 

We have seen in Sec. II that the problem involves find­
ing an n-invariant subspace g C C'N such that conditions 
(2.4) and (2.6) are fulfilled. To this purpose we developed a 
method that can be divided in two steps. In the first one we 
derive general properties having the form of necessary con­
ditions that follow from the assumption that for a given .0, 
there exists a domain g with all the required properties. In 
this way, the original family of representations .0 is reduced 

J. Blank and M. Havlf~ek 2824 



                                                                                                                                    

by excluding all those n that do not fulfill the necessary 
conditions. The conditions themselves are obtained by ex­
amining the structure of the subspace 

g(vae): = g n Va. 

The second step is inductive; it deals with the construc­
tion of g starting with a fixed vector qJ in the vacuum sub­
space Va, this vector being fully specified by the above nec­
essary conditions. 

The starting point for analyzing the subspace g(vae) is 
provided by the following simple assertions. 

Lemma 3.1: (i) The linear envelope of {bj _ k : 
j,k = 1, ... ,n} is a subalgebra of sp(2n,C) that is isomorphic 
to gl(n,C). 

(ii) For each uegl(n,C), one has 

n(u)va eVa' (3.1) 

Proof The first statement is due to the fact that bj _ k 

satisfies the same commutation relations as the elements of 
the standard basis {Ejk} of gl(n,C), if Ejk++bk _ j . The rela­
tion (3.1) follows from (bj_k,a/) = -8k _/aj and Eq. 
(2.5). • 

Remark 3.2: Notice that the real linear envelope of 
i(bj _ k +bk _ j ), (bj _ k -b_jk),j,k= l, ... ,n, equals u(n), 
which is isomorphic to sp(2n,lR) nsp(2n), i.e., to the maxi­
mal compact subalgebra ofsp(2n,lR). 

Corollary3.3:Supposethatn t g is a FOV-representa­
tion; then g (vae) is a finite-dimensional subspace invariant 
under n(u), uegl(n,C). 

In view of these properties, one can learn much about 
g (vae) by applying the theory of finite-dimensional repre­
sentations of semisimple Lie algebras. IS Consider the map ll): 

sl(n,C) 3u~(u): = n(u) tVa; 

because of (3.1), ll) is a representation of sl(n,C) on Va. 
Now suppose that for a given n there is an n-invariant do­
main g C C N such that n t g fulfills the conditions (2.4b) 
and (2.6). By the corollary, 

ll)vae: = ll) t g (vae) 

is a finite-dimensional representation of sl (n, C), and hence 

By summarizing, we arrive at the following necessary condi­
tions. 

Proposition 3.4: Suppose that for a given n there is an n­
invariant domain gee N' such that n t g is an irreduci­
ble FOV-representation having the *-property (2.4b). Then 
there exist non-negative integers A1;;;.A2;;;.··· ;;;'An _ l' a non­
negative v, and a nonzero qJAeg(vae) such that Eq. (3.3) 
holds, 16 

g = ~ (a1,a, , ... ,an,a: )qJA' 

and relations 

ll)(bj _ j - bj+ 1.-j-l )qJA =AjqJA' 

ll)(bj+l._j)qJA =0 

are fulfilled forj = 1,2, ... ,n - 1. Moreover, 

(3.4a) 

(3.4b) 

(3.4c) 

ll)A: =ll) t ~(ll)(b-21),ll)(b_32),···,ll)(b_n.n_l »)qJA 

is an irreducible representation ofsl(n,C). 
Since n (u) are linear differential operators, the condi­

tions (3.3), (3.4b), and (3.4c), together with qJ,t eVa repre­
sent a system of partial differential equations (POE). By 
demanding existence of a nontrivial solution, one gets condi­
tions that relate v and the integers Aj to parameters labeling 
n (e.g., for n = 2 there are two: Nand K-cf. Sec. I). The 
first step of our approach consists in finding for given v;;;.O 
and non-negative integers AI;;;'" ';;;'An _ 10 the admissible 
values of these parameters, solving the POE systems with 
these values and verifying irreducibility of ll) A' 

Let us pass to the second step. Suppose we found the 
function qJ A that solves the POE system for some 
AI;;;" ., ;;;'An _ 1 , v;;;.O, and some fixed representation n with 
admissible parameters. For the domain g A given by Eq. 
(3.4a), we have to check that 1TA : = n t g A is irreducible 
and the FDV condition l..;;dim g A n Va < 00 is fulfilled. In 
addition, a scalar product must be introduced on g A such 
that (2.4b) will hold. 

To this purpose we first try to make the structure of g A 
lucider by finding a basis ~ egA with some specific proper­
ties. Naturally, we demand 

qJ,te~. (3.5) 

As a direct consequence ofEqs. (3.3) and (3.4), one finds 
ar (vae) _ '" <B V 

;;z/ - £.. A(J) . (3.2) that qJ,t is a common eigenvector of iij : = n(bj _ j ), 
J 

Each V,t(J) is the representation space of an irreducible rep­
resentation ofsl(n,C) with the highest weight (HW) A,(J). 
Consider the particle-number operator 

_ n 

N: = 2: n(bj _ j ); 

j=1 

by Eq. (2.4c), Nvae : =N t g(vae) is a positive matrix. Let 
v;;;.O be its eigenvalue and Wy the subspace of eigenvectors 
corresponding to v. As [ll)vae (u), Nvae ] = 0 for each 
uesl(n,C) (Lemma 3.1), the subspace Wv is invariant under 
ll)vae' and thus Wy equals direct sum of a subsystem of sub­
spaces VA(J) in (3.2). Consequently, to each subspace V,t(J) 
there is an eigenvalue v of Nvae such that V,t(J) C Wy • In 
particular, the corresponding HW -vector qJ A.(J) e VA.(J) ful­
fills 

N'II A.(J) = vqJ A.(J) . (3.3) 
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j= 1, ... ,n: 

iijqJ,t = VjqJA' (3.6) 

each eigenvalue Vj being a simple function of v and 
A1, ... ,An-l' Further, the commutation relation (2.1b) im­
plies for p = 1,2, ... : 

- -p -P(- £ ) - (-II)p (-II)p(- £ ) njak =ak nj -PUj_k' nj ak = ak nj +pUj_k • 
(3.7) 

A straightforward generalization together with Eq. (3.6) 
yields, for any monomiaIMe~: = ~(al,~, ... ,an,a:), 

iijM'll,t = (Vj + rj )M'II ,t, . 

rj = 0, ± 1, ± 2, ... , j = 1,2, ... ,n. 

Thus, g,t is spanned by functions epeC N labeled by integers 
r1, ... ,rn , each ep=ep" ..... ,. fulfilling 

iijep=(vj+rj)ep, j=I, ... ,n. (3.6') 
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This is again a system ofPDE's and we shall see that particu­
lar solutions can be found analytically for both the cases 
n = 1,2. 

Let 'll be a linearly independent set of solutions to (3.6') 
for some infinite system ofn-tuples (r1, ... ,rn ) [notice that in 
view of Eqs. (3.5) and (3.6), (0, ... ,0) must belong to the 
system] such that 

~'llC'lllin' 

Then one clearly has 

~AC(~'ll)lin = 'lllin' 

(3.8a) 

(3.8b) 

Due to the following simple argument one can expect 
that Eq. (3.8a) will hold as soon as 'll is sufficiently large. 
For any cI>=cI>r, ... r. e'll one gets from (3.6') and (3.7) 

n/ikcl> = (vj +rj -8j_k)akcl>. 

Comparing with Eq. (3.6') suggests that ak cI> should be 
identified with cl>r, ... rj-l...r. and thus akcl>r, ... r.e'll if 
cl>r, ... rj_ I. .. r.e'll, etc. In fact, in cases we will consider in the 
following, it is possible to choose 'll such that 
Ok ~ C 'll U{O},at 'll C 'll, i.e., the action of Ok andat on any 
cl>e~ is very simple. 

As soon as this action is found, one can verify directly 
whether 0 t ~ lin is irreducible. If it is so, then from Eq. 
(3.8b), it follows in view of in variance of ~ A under 0 

~ A = 'lllin, 

and hence 'll is a basis in ~ A • 

Having such a basis is very helpful in introducing a sca­
lar product on ~ A obeying the *-condition (2.4b). This 
condition requires the operators nj: = nj t ~ A to be sym­
metric and hence the scalar product must be chosen in such a 
way that 'll becomes an orthogonal set. This can always be 
done: suppose ~ = {cI>r};o= I (for simplicity the elements of 
'll are labeled by a single index) and let 

(cI>r,cI>s): = tr8r_ s, r,s= 1,2,00.,tr >0. 

The Hilbert space K = ~ A = 'lllin then consists of all func­
tions 

co co 

cI>= L crcl>r such that 
r= I 

L trl crI 2 <oo. 
r= I 

However, this choice does not guarantee that (2.4b) is ful­
filled. Let us discuss this point in more detail. 

First of all, one can replace Eq. (2.4b) by a simpler 
condition 

(ajcl>,cI» = (cI>,a!cI», 1 <'j<.n, cl>e~ A' (3.9) 

since each operator O(z), zeB(O,n), equals a linear or qua­
dratic function of aj , aJ. All the operators aj can be expressed 
as (see Ref. 5 and Sec. I) 

m 

aj =a = fo + L fk Pk' 
k=' 

Then by the definition of the #-operation,5 one finds for any 
cl>eC'N =C 'N (M), MCRm 

m 

(acl»Xcl>-cI>x(allcl» = L pd(fkcl» Xci>] , 
k=' 

where for cI>, 'l'eC'N(M), cI>=(q1,oo.,q1N)' 'I'=(tP"oo.,tPN)' 
q1r' tPreC co (M) 
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N 

cI> X '1': = L q1r~r' 
r= , 

By the Gauss theorem Eq. (3.9) is fulfilled if ~ A is a sub­
space in 

N .. 
K= L L 2(M), (3. lOa) 

r= , 
and if all components of each ct>e~ A vanish on the boundary 
of M. Of course, this requirement is only sufficient for (3.9) 
and in case it were not compatible with the previous condi­
tions imposed upon ~ A' one could try another choice of K. 
However, verifying the condition (3.9) would then probably 
be difficult. 

According to the general definition, the complete speci­
fication of each of the ~ought representations 0 t Ii} in­
cludes also a projection E on the Hilbert space K that deter­
mines the decomposition Endy ~ = (Endy Ii})o 
ED (EndyIi}),--cf. Appendix, Eqs. (A2)-(A4). Assume 
that 

N .. 

K=L ~, (3.lOb) 
r= , 

~ being a Hilbert space to whic4... belong all components of 
each cl>e~. Then the projection E can be chosen as 

"'- (INI2 
E: = 1 y ®E, E: = 0 ~) . (3.11) 

The choice is implied by the structure of the operators 
O(Z).1-3 The point is that these operators are expressed in 
terms of two finite subsets ~o, ~, C End eN, and of scalar 
linear differential operators Sa acting on Ceo (M): 

in such a way that Ta E~o if z is an even element of B(O,n) 
and Ta~' if z is odd. In addition, the projection EeEnd eN 
satisfies ETa = TaE if Ta e~o and ETa = Ta (I - E) if 
Ta~" It then follows from (3.11) that 0 t ~ will map 
even and odd elements of B(O,n) in (EndyIi})o and 
(Endy~ h, respectively. "'-

On the other hand, fixing Eby Eq. (3.11) imposes an 
additional condition upon the structure of the domain Ii) : 

cI>= (q1.,oo.,q1N )efij ~ (q1"oo.,q1NI2,O,oo.,O)e~ 

[cf. Eq. (A2)]. This will hold, e.g., if 
N .. 

fij= ~ D' 
£.. " 

(3.12) 
r= 1 

notice that because ofEq. (3.1 Ob) all Dr must be dense in ~ . 
It appears that for representations o(n), n = 1,2, of 

Refs. 1-3, a domain fij can always be found such that (3.12) 
holds. This is due to the structure of the operators 
nj = O(bj _ j ) that allows for decoupling of the system 
(3.6') for vector functions cI>= (q11,00.,q1N) into N-indepen­
dent systems of n partial differential equations for individual 
components q1 r' For getting the basis'll, one chooses linearly 
independent sets 'll r of solutions for the rth component and 
puts 

N 

'll' - U (O,.oo,'ll r'oo"O). 
r= , 
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This one has 
N • 

!flin = L Dr' Dr: = (!fr)lin' 
r= I 

IV. RESULTS FOR 8(0,1) 

A. Specific features of the case n= 1 

The operators O(t)(z) =OK (z),zeB(O, 1), KER, are ordi­
nary differential operators on cao (R + ) ® <;z. The explicit 
formulas for 

Xik: = OK (Xjk), Y/: = 0K( YI) 

read 17 

- . - d 1 
X _ I - I = 'r, XI - I = r dr + 2' ' 

(4.1 ) 

Y_ I =7]r®uz, YI=~(!!....®U2-i~®Ul)' i=..r=T. 
dr r 

Here 7]: = exp(i17/4) and U I , uz, U3 are Pauli matrices. The 
single Casimir element of B (0,1 ) , 

k2: = 2xi - I - {XI1,x_I_I} + [YI'Y-.1, 

is represented by 

X2: = OK (k2 ) = (~ - ~)l. 
Let us denote the components of any cl>eCao (1Il + ) ® <;2 by 

f{Ja' a = ± 1: 

cI>={f{J+,f{J-}, f{JaeC ao (R+), 

and let 

~: = ~(UI - iau2)' 

As has been shown in Sec. II, the relevant operators are 

a: = OK (a l ) = 2- 1/2(YI - iY -I)' 

ii: = OK (hI _ I) = Ha,a,lI}. 
Substituting from (4.1) yields 

a = 7]2- 1/2 L a (!!.... + r _ aK) ® u(a), 
a= ±I dr r 

(4.2) 

_ 1 (d 2 ~ K ) 
n = 2' - dr + r + r - r ®U3 • 

(4.3) 

The condition a'" = 0, which determines the vacuum sub­
space VON = VK , then becomes 

- + r - - "'a = 0, a = ± 1. (
d aK) 
dr r 

(4.4) 

The solution exp ( - r /2) rzK belongs to cao (R +) for both 
a = ± 1 and thus 

V - {.TI( +) .T,( - )} 
K - TIC ,TIC lin' 

(tP~P»a(r):=«5a_pexp( - ;r rzK, (4.5) 

i.e., dim VK = 2. Hence, the finite degeneracy of vacuum 
(FDV condition) is automatically fulfilled. 

Of the conditions (3.3), (3.4b) and (3.4c), which deter­
mine the vector'" M only the fitst one, Le., ii'" A. = V'" A., 

makes sense for n = 1. By using (4.3), one finds 
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(4.6) 

and thus a vector "'eVK fulfills ii'" = v'" for some v>O if 
'" = '" K (+),K> -~, or'" = "'~ -), K<!. As no highest weight 
occurs for n = 1, and by Eq. (4.6) the eigenValue v depends 
on K only, we hereafter write '" K instead of'" A.' Consequent­
ly, the necessary conditions of Sec. III are simplified as fol­
lows. 

Proposition 4.1: Suppose that for a given KER, there is an 
OK -invariant subspace ~ K C Cao (R + ) ® <;2 fulfilling 
~ K n VK =rf{0} and let OK ~ ~ K be an irreducible ·-repre­
sentation of B( 0,1). Then 

~K=~("'K)={(QII)k"'K: k=O,I""}Iin' (4.7a) 

where 

. _ {"'~ +), KE( - ~,oo)'\ {O}, "'".- (-) {} "'K , KE( - oo,!)'\ 0 . 
(4.7b) 

Proo.t With the help of {a,all } = 2ii, one easily verifies 
by induction that for each monomial M in a, 011 holds M'I' K 

e{(aII)k",,,: k = O,I''''}lin' The reason for excluding the val­
ues K = 0 and K = +=! for '" K = "'~ ±) is as follows: for 
K = 0, the operators a, all equal direct sum of two identical 
SchrOdinger representations of the canonical commutation 
relations, which is the case we are not interested in (see the 
discussion in Sec. II). IfK = +=~, then by Eq. (4.6) one has 
for any scalar product on ~ under which 0" ~ ~ becomes a 
·-representation: 011"',,( ± ) = 0, and, in view of a"'" ( ± ) = 0, 
the representation would be trivial. • 

B.Constructlon of Irreducible *·representatlons 

According to Eq. (4.7a), the sought domain ~K is 
spanned by functions 

(4.8) 

For getting the functional dependence rt-+cI>dr), notice 
that Eq. (4.2) yields for any cI>={f{J+,f{J_}eCao (R+) ® <;2, 

(allt/J) + = -~2-~(!!....-r+~)f{J_, 
dr r 

-II..... -2 - 112 ( d K) (a'f.')_=7] --r-- f{J+. 
dr r 

(4.9) 

On the other hand, by applying functional relations for the 
Laguerre polynomials (Ref. 18, §8.971) to functions 

fi(z) (r): = cia),a + 1/2 exp( - r/2)Lk (a)(r), 

c(a). _ ( 2k! )112 
k .- r(a+k+l) , 

(4.10) 

one finds 

(!!...._ a+~ -r)f~a) = -2(a+k+ 1) 1/2 fk(a+I), 
dr r 

(!!....+ a+~ -r)fk(a+\) =2(k+ 1)1/2f~~!.. (4.9') 
dr r 

Consider the first of alternatives ( 4. 7b ) : '" K = '" K (+), 

KE( - ~, 00 )'\ {O}. Comparing (4.5) to (4.10) gives 

.T, _ ..... _ (r(K+ 1/2) )
112

F. F.' _ {f(K- 112) O} 
TIC - 'f.'o - 2 0' o· - 0 ,. 
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Equations (4.9) and (4.9') then yield by induction 

<l>k=(~~)k(! r(K+! +[k~I])[~]!yI2Fk' 
k=O,I,... (4.11) 

(for any XeR, [x] denotes the largest integer that does not 
exceed x), with 

F =F(K). - {f (K-1/2) O} 2k-2k'- k " 
F -F(K). - {O f (K+ 112)} 2k+l= 2k+I'- ,- k • 

(4.12) 

Clearly, the functions Fk also span ~ ("'~ + » and we shall 
see when considering the *-condition, that working with Fk 
instead of<l>k has some technical advantages. 

By 0' <l>k = 4>k+ I and (4.11), one has 

rztFk = fJdk+ IFk+ I> 

with 

dk =.dk (K): = [k + (1 - ( - l)klK] 112. 

(4.13a) 

(4.13b) 

For 04>k, we get by induction with the help of {a,o'} = 2n, 
[n,(rzt )1] = l(rzt)/, and Eq. (4.6) 

O<l>2k = 2k<l>2k _ I' O<l>2k + I = (2k + 2K + 1 )<I>2k' 
whence 

(4.13c) 

Now tilatthe action of operators 0, 0' on the vectors 
spanning the domain ~ ('11~ + » is known, algebraic irredu­
cibility of .oK t ~ (""~ + » can easily be pJ:'oven. We have to 
verify that to each ;=.aoFo + ... + aKFK, aK #0, there 
exist operators T ,seOU (0,0') such that; = TFo, Fo = S;. 
Existence of T directly follows by Eqs. (4.8) and (4.11); 
further, (4.13c) yields oK; = aK7JKdKdK_I .. 'dIFo, and 
thus S_OK (notice that dk #0, for k = 1,2, ... ). 

Next we have to introduce a scalai' product(·,·) on 
~ ('11~ +» such that the condition (3.9) holds. As has been 
argued in Sec. III, such a scalar product must fulfill 

(Fk,F/)=tk8k_I' tk>O, k,I=O,I, ... 

Now the condition (3.9) is equivalent to 

(oFk,FI ) = (Fk,o'F1 ), k,l=O.l, ... 

By Eqs. (4.13) these conditions become 

dktk _ 18k _ I -I = dktk8k - I -I' 

i.e., tk _ 1 = tk , k = 1,2, .... 

(4.14 ) 

We thus see that Eq. (4.14) is satisfied iff there is a positive t 
such that 

(Fk'pl) = (Fk'pi )t: = t8k_ l , k,l = 0,1,... . (4.15) 

Let K't be the Hilbert space obtained by completing 
~ ('11~ + » under (.,.) t and let 17'~t) be the representation 
OK t ~ ('11~ +» regarded as a Hilbert-space representation 
on K't; especially we set 17' K =. 17'~ I). Clearly, one has 

17'~t) = Vt 17' K V t- I, t> 0, 

Vt being the unitary map of 71"'1 onto K't given by VtFk 
: = t -1/2F

k
• 

Hence, it is sufficient to consider the case t = 1 only. 
The functions f la), k = 0,1, ... , form an orthonormal basis in 
L 2(R+) for each a > - 1, which implies that {Fk},r=o is an 
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orthonormal basis in L 2(R+) ® C2 for each K> -~. Thus 
71"'1 can be chosen as L 2 (R +) ® C2

, this choice being unique 
up to unitary maps. 

The above considerations concerning the choice '11K 
: = '11~ +) can be concluded as follows: for each K> -~, 
K#O, the linear representation.oK yields an irreducible rep­
resentation 17' K on L 2( R +) ® C2 with domain {FlK): 
k = 0, 1, .. .}un. The 'representation 17'K satisfies the *-condi­
tion (4.14) and is determined uniquely up to unitary equiv­
alence. 

For the other choice q, K: = '11~ -), K>~, K#O, every­
thing can be repeated step by step. By defining 

G =G(K). - {O f( -K-1I2)} 2k- 2k' - , k , 

G -G (K) . {f( -K+ 112) O} 2k+l= 2k+I'= k " (4.16) 

dl-): =dk( -K), 

we find that for each K <~, the relations 

oGk =7Jdl-)Gk_1> rztGk =~dt+~Gk+I' (4.17) 

determine an irreducible representation PIC of B(O, 1) on 
L 2(R+) ® C2

, with domain {Gk : k = O,I,".}uD' The *-con­
dition (4.14) is satisfied and any other Hilbert-space repre­
sentation with these properties obtained from 
.oK t ~ ('11~ -» is unitarily equivalent to PIC' 

However, the representationsPK are in fact of no interest 
as for each K < ~ the representations P K' 17' _" are unitarily 
equivalent: 

PK = U17' _KU-I, U: = - iI®u2. 

Proof: By (4.12) and (4.16) we see that UFl-K) 
= G lK), k = 0,1, ... , i.e., Umaps the domains ofpK and 17'_K 

onto each other. Further, Eqs. (4.13) and (4.17) yield 

lfa( - K)Fl-K) = 7Jdk ( - K)Fl=~) = 7Jd l-)G J:.2.J 
=o(K)Gl") =o(K)UFl-K), 

k = 0,1, ... ; similarly 

Ua'( -K)Fl-K) =o'(K)UFl- K). • 
The main results of this section can be summarized as 

follows. 
Theorem 4.2: (i) For each K> -~, K#O, the operators 

OK (z) t ~ K' zeB(O,l), form an irreducible *-representa­
tion 17'K ofB(O,l) on L 2(R+)®C2 with domain ~K 
: = {FlK): k = O,l, .. .}un specified by Eq. (4.12) and projec­
tion E: = I ® (uo + ( 3 )/2. In addition, 17'K has nondegener­
ated vacuum 

'11~ +) = (r(K
2
+ p yl2 F~t). 

(ii) Any two representations in the family 

n: = {17'K: KE( - !,oo)'\ {On 

are nonequivalent. 
(iii) The family contains (up to unitary equivalence) all 

the Hilbert space irreducible *-representations of B( 0,1) 
that can be obtained from linear representations .oK' 
KER'\ {O}, and whose domain contains a vacuum vector. 

Remark 4.3: More explicitly, (iii) states the following: 
Let KER'\ {O}, ~' be a subspace in C'" (R+) ~ C2 having 

J. Blank and M. Havlleek 2828 



                                                                                                                                    

nontrivial intersection with the vacuum subspace VK , and 
K be a Hilbert space such that p)' = K, and the operators 
OK (z) t .@',zeB(O,I),form an irred~cit)le ·-representation 
1T; of B( 0,1) on K with projection E'. Then there is a uni­
tary map V: L 2(R+) ~ C2 

..... K for which 

{
V1TK V-

I
, if K> -!, (4.18) 

1T; = V1T -I< V-I, if K<. -!, 
and E' = VEV- I or E' = V(l- E) V-I. 

'" Proof of the Theorem: (i) It remains to verify that E 
fulfills E.@ K ~ g K and that for each t/Jeg I< holds 

EOK(X)~ = OI«x)E~, (4.19a) 

ifx is any even element of B(O,I), 
A A A 

EOI«Y)~ = O,,(y)(I -E)~ (4.19b) 

ify is odd (cf. Appendix). All these conditions can readily be 
verified by using Bqs. (4.12) and (4.1). 

(ii) Let 1T", 1TKen,K~K'; in view of (4.6) and [n,a""] 
= klI'k the minimal eigenvalue of 1T K (b I-I ) = n t g K 

equals K + ! and hence 1TK, 1T K cannot be equivalent. 
(iii) By Proposition 4.1, there is nonzero I{I; in g'n VI< 

and the alternative (4.7b) holds for I{I;. Then Eq. (4.18) 
ensues from the considerations in the beginning of this sec­
tion. Fuqher, Eq. (4.19a) implies thatn': = 1T;(b l _ l ) com­
mutes with E'; then, by (4.18), n' has the same spectrum as 
n, i.e., a pure;POint spectnnn with nondegenerate eigenval­
ues. Hence E'Fie =PkFie, Fie: = VF~K) if K> - 1, Fie 

'" : = VF~ -1<) if K<. - 1; moreover, Pk = 0 or I since}' is a 
projection. Finally, (4.19b) yields for o'=1T;(al): E'fl'Fie 
= a'(/- E')Fic and, by using (4.18) and (4.13c), ~e find 

Pk-I =!.. -Pk' k= 1,2, .. :..-: Thus, Oil~ has either E'Fzk 
=Fik, E'F2k + 1 =0 or E'Fik =0, E'Fzk + 1 =F2k + l · 

Since 

'" '" EF2k = F2k ,EFlk + I = 0, (4.20) 

the first possibility implies E' = VEV -I and the second im­
plies E' = Va - E) V -I. • 

c. Essential .elf-adjolntness 
'" The ·-property (4.14) means that the operators ~k 

'" . A: A Af 
: = 1T" (xJk ), lJ: = 1T1< (YJ 1 satisfy X jk = - ~k' Y j 

= - iYj, i.e., ~k and 1j 1j are symmetric. By using Nel­
son's analytic-vector theorem,19 we will now prove that 
these operators are moreover essentially self-adjoint (e.s.a.). 

Hereafter only KE( - !.oo ) \ {O} are considered and the 
notation O=O(K): = 1T1< (a l ) is used. 

Lemma 4.4: Let~ be a monomial in 0,0"" ofpth degree, 
P = 1,2, .... Then 

IIA F 112<. r(k+2K+p+2), k=O,I •... , (4.21) 
, k r(k+2K+2) 

where 11'11 is the norm on K=L l(R+) ~Cl. 
Proof: Since K + 1> o. Eq. (4.13b) yields d ~ 

<.k + 2K + I. For P = 1 the assertion now follows by Eqs. 
( 4.13a) and (4.13c), and the proof is finished by induction if 
one realizes that~+ I equals either A,of or A,o. • 

Proposition 4.5: If}> d is a homogeneous polynomial in 0, 
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ofofdegreed,d = 1.2, theneachFk • k = O,I, ... ,isananalyt-
A 

ic vector of Pd' 
Proof: One has 

24 
A A (,> 
Pd = L a,Ad • 

,= I 

where Ad (,) are the independent monomials of degree d. Let 
M: = maxla,l; then the estimate (4.21) yields for any Fk • 

t>O: 

.. 2rui 
(Mt)" (r(k + 2K + nd + 2) )1/2 <'L, L,_.-

11=0.=1 nl r(k+2K+2) 

= f (24Mt) " (r(k+2K+nd+2»)I12. 
11=0 nl r(k+2K+2) 

This series is convergent for any 1>0, if d = 1 and for 
0<.1 < (8M) -I if d = 2, whence the assertion. • 

As {Fk : k = 0, I, .. .} is a total set in K, w~ get, by the 
Nelson theorem the following corollary. 

A A .tAo. • • 

Corollary 4.6: If Pd = P~, d = 1.2; then ~ IS ~~.a.; m 
particular, this holds true for the operators ~k' 7J lj. j.k 
= ± 1. 

If B is a biquadratic homogeneous polynomial, then the 
above proposition implies that the series 

" is convergent for t < (64M) -1. Thus B has a total set of 
semianalytic vectors and by the Nussbaum theorem,19 B is 
e.s.a. if lb·o. An important example provides the operator 

A 

Essential self-adjointness of N implies that the representa-
tion l' K of sl (2.R) - sp (2.R), which is obtained by restricting 
1T K to the even subalgebra of the unique real form osp ( 1,2) of 
B(O,l), is integrable to a unitary representation of the uni­
versal covering group of SL(2,R) (see Ref. 20). We shall 
return to this pOint in the next section. 

Remark 4. 7: The conclusions concerning integrability 
" of 1'K and essentil!1 self-adjointness of ~k can alternatively 

be obtained as follows. Introduce a new basis in sl (2,R): 

(xu -X_I_I) 
ql:=XI _ 1t q2:= 2 ' 

(xu + X-I-I) 'b q3: = 2 =1 I-I 

'" [see (2.3b)] and set Q,: = 1TK (q,). For the Casimir element 
of sl(2,R), one has c2 = 2xf -J. - {~I,x-kl} 
= 2(~ +~ -~), and thus d: = - (Qr + Q~ + Q~) 

A A 

commutes with Q3' Now Q3 = iii and since Fk, k = 0,1, ... , 
are nondegenerated eigenvectors of n, they are also eigenvec­
tors (and hence analytic vectors) of A. Consequently. A is 

A A 

e.s.a., which further implies that any operator i(a IQI + a2Q2 
A 21 + a3Q3)' o,eR, is e.s.a .. 
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D. Restriction of 'If" to the even .ubalgebra 
.1(2,R) C 0.p(1,2) 

Let T K be the restriction of 1T' K to sl (2,R). According to 
~. (4.19a), TK is reduced by the projection 
A 

E =[® (0"0 + 0"3)/2: 

TK = T; + ) EB T; - ), 

the T;a), a = ± 1, being skew-symmetric representations of 
sl(2,R) on L 2(R+) with domains !1J;a): = {Ik (K-a/2): 
k = O,l, ... lnn [cf. Eqs. (4.12) and (4.20)]. 

Proposition 4.8: The representations T;a) are irredu~ble. 
Proof: We have to show that the set OU (a): = OU (X Ii), 

A """ '" A x(a) x(a) ) X(a): =x t !1J(a) hasnoinvariantsub-
I - I' - I - I , Jk Jk AK' 

spaces. By Eqs. (2.3) we see that ~k are homogeneous qua-
dratic polynomials in a, at . Irreducibility of T;a) can then be 
verified with the help of Eqs. (4.13) by repeating the argu­
ment we used for proving absence of invariant subspaces of 
!1J ('11; + ». • 

Remark 4.9: Let JYJea)CL 2(R+) be the one-dimen­
sional subspace spanned by I1 K

-
a/2 ). Clearly, each of the 

domains !1J ;a) can be expressed as the algebraic sum of sub­
spaces JYka) 

co 

!1J ;a) = L Kka). 
k=O 

The I(K- a/2) are eigenvectors offZ(a) : = T;a) (b
l

_ l ) corre­
sponding to eigenValues 

II. Je:;!: = 2k + K + (Ial - a + 1)/2. 

Since the maximal compact subalgebra u(1) C sl( 2,R) is 
spanned by ib l _ 1 = (x 11 + x_ I _ I )/2 (see Remark 3.2), 
the restriction T;a) t u( 1) equals direct sum of one-dimen­
sional representations of u( 1) on JYJea) that are uniquely 
determined by eigenvalues II. Je:;!. This means that the so­
called weight diagram of T;a) is {II. Je~j: k = 0,1, ... }. 

Each of T;a) is integrable to a representation y;a) of 

G= SL(2,R), as the vectors lJeK-a/2), k = 0,1, ... , are ana­
lytic vectors of 

N(a): = - (Xli»2 + (XI~ 1)2 + (X~L 1)2), 

and form a total set inL 2(R+). Moreover, y;a) is a unitary 
irreducible representation (VIR) of G on L 2 (R +) with the 
following property22: let K be the simply connected sub­
group of G whose Lie algebra is u (1 ); then y;a) t K equals 
the direct sum of the VIR's of K on JYJea), each of them being 
uniquely determined by the eigenValue II. Je~j. In fact, K - R 
and the VIR of K on JYJea) is equivalent to ~xp(itll. Je~j), 
teB. 

V. CONCLUDING REMARKS 

The problem of constructing representations of B( 0,1 ) 
was recently considered [starting with a family oflinear rep­
resentations of B(O,l) equivalent to our {n(I)}] by Mu­
kunda et al.23 These authors stressed the importance of spe­
cifying carefully domains of unbounded HUbert-space 
operators that arise from "formal" differential operators 
n(z), zeB(O,l). They also corrected some erroneous con­
clusions of an earlier study. 24 

The "SchrOdinger description" of Ref. 24 is in fact iden-
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tical with our family n, and so are the representations of 
osp ( 1,2) used by D'Hoker and Vinet in their study of dy­
namical symmetries of Dirac monopole.25 On the other 
hand, the results (b)-(d) from the list in Sec. I are new, as 
well as the approach we used. Its advantages become appar­
ent especially when considering the cases n>2 for which the 
subalgebra of sp(2n,C) that leaves invariant the vacuum 
subspace is nontrivial (cf. Lemma 3.1 and Proposition 3.4). 
Construction of irreducible *-representations of B(0,2) 
based on this approach is in progress. 
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APPENDIX: HILBERT·SPACE *·RE ..... NTATIONS 
OF LIE SUBALGEBRAS BY UNBOUNDED'OPEMTORS 

It is well-known that Hilbert-space representations of a 
real LSA whose even subalgebra is noncompact have the 
following property: if even generators are represented by 
skew-symmetric operators, then at least one of them must be 
unbounded.26 That is how one mostly arrives at *-represen­
tations of LSA by unbounded 'operators. CorrespOJlding 
definitions are obtained by generalizing, on the one hand, the 
definition of finite-dimensional *-representations ofLSA as 
given, e.g., in Ref. 6, and, on the other hand, that of 00-

dimensional *-representations of Lie algebras.21 

Let ,!jp be an 00 -dimensional separable Hilbert-space 
and D its subspace such that 

D=JY. (A1) 

Consider the set EndK D=End D oflinear operators X on 
JY satisfying 

(i) D(X) =D, RanXCD, so thatDis a common invar­
iant domain for all XeEnd D, 

(ii) D(Xt) -::JD, RanXt CD, 

where xt is the usual Hilbert-space adjoint of X and 

xt: =Xt t D. 

Then End D becomes an associative *-algebra with involu­
tion XI-+xt . 

For a given projection Eon JY such that 

EDCD, ED #D, (A2) 

consider the following subsets of End D: 

(End D)o: = {XeEnd D: XE1/J = EX1/J, f/JeD}, 

(End D)I: = {XeEndD: XE1/J = (1- E)X1/J, f/JeD}. 
(A3) 

Then one has 

End D = (End D)o EB (End D) I' (A4) 

and End D becomes a LSA if one defines mUltiplication 
X, YI-+ (X, Y) as the bilinear extension of 

(X,Y): =XY - (-1)aPyX, Xe(EndD)a' 

Ye(EndD)p, a,/3=O,l. (AS) 

This LSA, which is completely determined by the associative 
*-algebra End D and projection E, will be denoted 
(End D,E). 27 The mapping XI-+xt preserves the grading28

: 
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Xe(EndD)a =>Xte(EndD)a, a = 0,1. 

Further this mapping is an involution on End D and thus by 
(AS) one sees that (End D,E) is a *-LSA. 

Definition: Let a *-LSA, d =.sf 0 $ d 1 with multiplica­
tion x, Jr+X'Y and involution Xl--+x* be given. Further let D 
be a subspace in a separable Hilbert space K and E a projec­
tion on K such that the conditions (A 1) and (A2) are ful­
filled. Linear mapping 1T: 

.sf3X1--+1T(x)eEnd D 

is a *-representation of don K with domain D and projec­
tion Eif 

(i) 1T(da )C(EndD)a' a=O,l, 

(ii) 1T(X'Y) = (1T(X),1T( y», 
(iii) 1T(X*) = (1T(X»): . 
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The classification and the interpretation of the Young supertableaux of the orthosymplectic 
group OSP(212p) are given. A particular emphasis is made on the generalized atypical 
supertableaux associated to nonfully reducible atypical representations. 

I. INTRODUCTION 

The interest for the mathematical aspects of supersym­
metry starts with the pioneering paper of Corwin, Ne'eman, 
and Sternberg I closely followed by that of Pais and Ritten­
berg.2 After a while a precise mathematical formulation of 
the Z2-graded Lie algebra has been given by Kac3 in a series 
of papers that contains, in particular, the description of typi­
cal and atypical finite-dimensional representations of simple 
classical superalgebras. A particular set of orthosymplectic 
superalgebras is considered in this paper. 

We introduce a graded vector space V = Vs EB VA and 
let G be a nondegenerate even bilinear form on V such that 
the restriction of G to Vs is a symmetrical form and to VA a 
skew symmetrical form. Let us introduce the dimensions of 
Vs and VA' 

dim Vs = m, dim VA = 2p, m> 1, p> 1. 

The set of Z2-graded matrices A (m,2p) leaving invariant the 
even bilinear form G is, by definition, the orthosymplectic 
group OSP (mI2p)Y 

The subgroup associated to the Bose sector is 
SO(m) ® Sp(2p) and the classification of the orthosymplec­
tic superalgebras is made according to the value of m. The 
special case m = 2 plays a particular role, the two Lie groups 
SO (2) and U ( 1) being locally isomorphic. This paper is 
devoted to a study of the Young supertableaux of the ortho­
symplectic groups OSP(212p) whose Lie superalgebras are 
noted C(p + 1) by Kac.3 

By study we mean a classification of the supertableaux 
according to their size and a knowledge of the 
SO(2) ® Sp(2p) components of the supertableaux. Thespir­
it of our investigation is analogous to that used for the super­
tableaux of the superunitary groups. 6--9 

Young supertableaux for supergroups have been intro­
duced by Dondi and Jarvis, 10 Balentekin and Bars, II King, 12 
and the particular case of orthosymplectic groups has also 
been considered by Farmer and Jarvis13 and Hurni. 14 

We use here the tensor product method briefly de­
scribed in Sec. III and, as a by-product, we are able to relate 
the highest and lowest weights of an atypical irreducible rep­
resentation of C(p + 1). The results are given in Appendix 
A. 

For the orthosymplectic groups OSP (212p) we encoun­
ter two types of supertableaux. 

( 1) The first type is the supertableaux associated with 
an irreducible or to a fully reducible representation of 

OSP (212p). They have, by themselves, a well-defined mean­
ing and they will be called irreducible supertableaux. Their 
properties have already been studied by Farmer and Jarvis. 13 
For completeness we briefly recall in Sec. IV the results us­
ing our framework of classification. 

(2) The second type is the supertableaux associated 
with nonfully reducible atypical representations of 
OSP (212p). They do not have a meaning by themselves and 
only a pair of such atypical supertableaux can make sense in 
terms of representation ofOSP(212p). The definition ofthe 
constituents of the generalized atypical supertableaux and 
the description of their atypical components are made in Sec. 
V, which contains the main original results of this paper. The 
particular case OSP(214) associated with the N = 2 super­
symmetry is explicitly discussed in Appendix B. 

The situation turns out to be extremely similar to that 
found with the supertableaux of the superunitary groups 
SU(nl1) or SU(1ln).6 This is due to the fact that in both 
superalgebras C(p + 1) and A (n - 1,0) the spectra of the 
atypical eigenvalues of the U ( 1) generator are nondegener­
ate. 

A brief discussion is added in Sec. VI concerning the 
topology of the set of Young supertableaux of OSP (212p) in 
relation to their total number of boxes. 

The particular case of the orthosymplectic group 
OSP(212) has been considered in a separate publication IS 

and it will not be discussed here. 
In order to make this paper self -consistent, the basic 

facts concerning the superalgebra C(p + 1) of the ortho­
symplectic group OSP(212p) have been added in Sec. II. 
Detailed results can be found in Refs. 3 and 13 and we have 
retained here only those useful for a good understanding of 
the supertableau approach. 

II. BASIC RESULTS ON THE SUPERALGEBRA C( p+1) 
(REF. 3) 

( 1) The superalgebra C (p + 1) of the orthosymplectic 
group OSP(212p) belongs to the class I superalgebra and it 
can be decomposed as 

L = L _ I EB Lo EB L + I' 

The sets ao and a l of even and odd roots are given by 

ao = { ± ei ± ej ; ± 2eJ, . . 
A _ {d} z=/=J = 1,2, ... ,p. 
~I- ± ±ei , 

2832 J. Math. Phys. 27 (12), December 1986 0022-2488/86/122832-10$02.50 @ 1986 American Institute of Physics 2832 



                                                                                                                                    

We call the Cartan subalgebraH, andN + and N - are the set 
of positive and negative generators, 

L=H+N++N-. 

For C(p + 1) the classification of the generators is given in 
Table I, where i,j = 1,2, ... ,p. The rank of the superalgebra 
C(p + 1) is p + 1 and the dimensions of the various compo­
nents are 

dimLo=p(2p+ 1) + I, 
dimL±1 =2p, 

dim L = 2p2 + 5p + 1. 

The Bose subalgebra Lo is reductive with the U ( 1) factor K. 
The Fermi subalgebraLI is reductible, LI = L+ 1 e L_ 1, and 
the generator K can be normalized so that 

[K,L±I] = ±L±I' 

The basis in the Cartan subalgebra is usually chosen as 

hl=Bll+K, 

hi + 1 =Bjj -Bj+1j+1> i= 1,2, ... ,p-1. 

hl + p = Bpp, 

The hidden SO (2) generator K is related to the Cartan gen­
erators hi by 

P 

K=h l - Lhl+j' 
1 

(2) An irreducible finite-dimensional representation of 
C(p + 1) is defined by its highest weight A. Of course A is 
annihilated by every positive generator and the Kac-Dynkin 
parameters are the eigenValues of the Cartan generators hi 
for the highest weight A: 

hilA) =oiIA ). 

Similarly, 

KIA) =kAIA) 

and kA is related to the Kac-Dynkin parameters by 

P 

kA =°1 - LOI+j. 
1 

We shall use the following notation for an irreducible repre­
sentation R ( A) : 

R(A) ~{01102, ... ,01 +p}, 

where °1 (kA ) is any complex number and °2, ... ,°1 +p are 
non-negative integers. These last parameters describe an ir­
reducible representation of the symplectic group Sp (2p) and 
it is convenient to introduce the Young tableau Y( A) of this 
representation shown in Fig. 1. 

TABLE I. Infinitesimal generators of C(p + I). 

H {B,J K 

N+ {Buli<j} {F +j} 
{elj =CjJ {G+J } 

N- {Bljli> j} {F_ j} 

{Dij =DjJ {G_ j } 

Sp(2p) SO(2) L+1 L_1 
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I 

FIG. I. Young tableau Y(A). 

Here, 
p 

Vi = L °1 +j, j = 1,2, ... ,p. (1) 
i 

We then have an equivalent description of the highest weight 
A with the Young tableau YeA) = Y(vw",vp) and the lar­
gest eigenvalue k A . 

(3) For an irreducible representation R(A) the con­
struction of the different components associated with the 
even subalgebraofSO(2) ® Sp(2p) is made by applying the 
odd negative generators F _ i and G _ i on the highest weight 
A. We then obtain 22p possible states of the form 

i, =pi,=p 
II II [F -i, fJ'[G -i, P'IA), (2) 

i, = li,= 1 

where n· ,n· = 0 or 1. The eigenvalue of the generator K for 
11 12 

the state (2) is simply given by 

kp =kA -p, 

where 

P = L ni, + L ni,' o <:'p<:.2p. 
i, 1, 

When all the states (2) are coupled to A the representa­
tionR(A) is typical. It has 22p SO(2) ® Sp(2p) components 
distributed in 2p + 1 levels in k, 

k = kAOkA - 1 .... ,kA - 2p, 

and the dimension of the typical R (A) turns out to be inde­
pendent of k A and simply related to the dimension of the 
Sp(2p) Young tableau YeA) by 

dimR(A) = 22Pdim YeA). (3) 

(4) For particular values ofkA some states of the set (2) 
are decoupled and the representation R (A) is atypical with a 
dimension less than that given in formula (3). 

For the Kac-Dynkin parameter °1 we have 2p possible 
atypical values 

i 
a 1 = Ai = L (1 + a 1 + j ), 

1 

p 

al =Bi = L (1 +ol+j) 
1 

p 

+ L (1 +ol+j), 
i+1 

j = O,I, ... ,p - 1. 

The atypical values are non-negative integers in the or­
der 
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Ao=O<AI<"'<Ap _ 1 <Bp _ 1 <···<BI<Bo, 
p 

Bo = 2 L (1 + a l + i)' 
I 

Notice that the half-sum 

1 p 

- (Aj +Bj ) = L (1 +a l + i ) 
2 I 

is independent of j and it corresponds to a typical value for 

For the eigenvalue kit. and the Young tableau param­
eters Vj the atypical situations are the following: 

a l = A.<;:}klt. + VI +' = j, 
J J • j = O,I, ... ,p - 1, 

a l = Bj<;:}klt. - VI +j = 2p -], 

and the value kit. = P is typical. 
(5) The construction (2) is equivalent to performing 

tensor products of the Young tableau Y( A) by the one col­
umn with 1 boxes (0<1<p) Young tableauxF/ of the funda­
mental representations ofSp(2p).14 

The reduction of an irreducible representation R (A) of 
the orthosymplectic group OSP(212p) with respect to the 
subgroup SO(2) ® Sp(2p) is then written as 

p=2p 

R(A) = EB [Y(A)h" ® [EB/Fd _p' 
p=o 

where 

1 = L,L - 2, ... ,L - 2n, 

L = min(p,2 - p). 

(4) 

The sum over 1 ends at 1 = ° ifp is even and at 1 = 1 ifp is 
odd. 

The dimension of the fundamental Young tableau F/ is 

d· F C/ C/- 2 1m /= 2p- 2p' 

where C ~p is as usual the binomial factor 

C~p = (2p)!//!(2p -I)!. 

As a consequence the dimension of the level k = kp of a 
typical R (A) is simply 

Cip dim Y(A) 

and we immediately recover formula (3) for a typical repre­
sentation. 

III. METHOD 

( 1 ) The method used for the description of the 
OSP(212p) supertableaux is the tensor product method in­
troduced in previous publications.6

,9 The starting point is the 
one box supertableau F associated to the fundamental repre­
sentation {lIO" ·O} of OSP(212p) whose SO(2) ® Sp(2p) 
components are 

k = 1 1 
" 

D ~ k = 0 0 2p 

2p+2 

k = -1 1 
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where 1 is the singlet representation ofSp(2p). 
(2) The simplest tensor product is 

B · IT] 
(2p+2) x (2p+2) (2p2+5p+1) + (2p2 +3p+2) 

+ 1 
+ 1. 

(5) 

The dimensions indicated for the supertableaux here and in 
what follows are computed with the determinant method of 
Balentekin and Bars. II 

The zero box supertableaux 1 is associated with the 
singlet atypical representation {010, ... ,0} ofOSP(212p). 

The supertableau with two superantisymmetric boxes is 
irreducible and it describes the adjoint representation 
{211,0, ... ,0} of OSP(212) with the SO(2) ® Sp(2p) compo­
nents of the Lie superalgebra C (p + 1): 

k = 1 0 
1\ 2p 

L 
+J. 

B -=+ k = 0 m·1 
p(2p+1} 

~ 

2p +5p+1 

k = -1 0 L.. • 
2p 

This representation is typical whenp = 1 and atypical when 
p;;.2. 

The supertableau with two supersymmetric boxes is ir­
reducibleonlywhenp;;'2. Thecasep = 1 has been studied in 
Ref. 15. For p;;.2 it describes the irreducible representation 
{210, ... ,0} of OSP(212p) whose SO(2) ®Sp(2p) compo-
nents are 

k = 2 1 
" 

k = 1 0 
2p 

m ~ k = 0 B + 1 . .. 
2Pl. +3p+ 2 

2p -p-1 

k =-1 0 
2p 

k = -2 1 

This representation is typical whenp = 2 and atypical when 
p;;.3. 

In summary, whenp;;'2 the tensor product (5) is simply 
written in terms of irreducible representations 

{110, ... ,0} ® {110, ... ,0} 

= {211,0, ... ,0} EB {210, ... ,0} EB {010, ... ,0}. 

(3) More generally we make the tensor product of an 
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irreducible supertableau T describing an irreducible typical 
or atypical representation of OSP(212p) for which the 
SO(2) ® Sp(2p) content is known by the one-box supertab­
leau F. We reduce the tensor product, taking into account 
the invariance of the bilinear even form G. When the sub­
traction of the invariant subspaces due to the invariance of G 
cannot be performed, we are in a case of nonfull reductibility 
for the tensor product and we get nonfully reducible repre­
sentations to which correspond pairs of atypical supertab­
leaux forming generalized atypical supertableaux. This situ­
ation is analogous to that found with the superunitary 
groups SU(nlm).6-9 

IV. IRREDUCIBLE SUPERTABLEAUX OF OSP(2I 2p) 
(Refs. 11 and 13) 

( 1) The class I Young supertableaux of the orthosym­
plectic group OSP (212p) have one row and p columns of 
arbitrary length and they are conveniently parametrized as 
indicated in Fig. 2. 

(2) The highest weight of the supertableau K, Vi is given 
by a Young tableau of Sp (2p) with P rows of length 
VlOV2""'Vp and the eigenvalue k = K of the hidden SO(2) 
generator. The Kac-Oynkin parameters of the supertableau 
are 

0 1 =K + VI' 

0l+i =Vi -Vi+I' i= 1,2, ... ,p-1. 

Ol+p =vp' 

The Kac-Oynkin parameter 0 I can be expressed in terms of 
the other Kac-Oynkin parameters and the result is 

P 

0 1 =K+ 2:01+i' 
I 

We now discuss the three cases K <p, K = p, and K > p. 
(3) When K <p we have the supertableau constraints 

VI + /C = ... = vp = 0, 

which imply the vanishing of p - K Kac-Oynkin parameters 

0 1 + i = 0, for t~K + 1. 

As a consequence the value of 0 I is atypical: 
/C /C 

0 1 =K+ 2: 01+i = 2: (1 +Ol+i) =A/C. 
\ \ 

rr-------------.-.----__ ~J ~ 

..... .... 
FIG. 2. SupertabJeau ofOSP(212p). 

2835 J. Math. Phys .• Vol. 27. No. 12. December 1986 

The supertableaux K <p are associated to irreducible atypi­
cal representations of C(p + 1), 

{VI + Kivi - V2""'V/C_\ - v/C,v/C'O, ... ,O}. 

These representations are self-contragradient and have 
2K + 1 levels in the eigenvalues of K. 

(4) When K = P the value of 0 1 is typical 
p p 1 

0 1 =p+ 2: 0\+i = 2: (1 +Ol+i) =- (Ap_\ +Bp_d· 
\ \ 2 

The supertableaux K = P are associated to irreducible typical 
representations of C(p + 1) 

{VI + pivi - V2""'Vp}' 

These representations are self-contragradient with 2p + 1 
levels in the eigenvalue of K. 

The dimension of the supertableau K = P is 

22PN( vl,· .. ,vp )' 

where N(v\, ... ,vp ) is the dimension of the Sp(2p) Young 
tableau defining the highest weight. 

(5) When K > p the Kac-Oynkin parameter 0 I is either 
typical or atypical of type Bj • If 0 I = Bj then K = Kj with 

Kj =2p-j+vl + j , j=O,l, ... ,p-1. 

At fixed values of V I 'V2' ... ,vp , we have p possible atypical 
values for K>p. 

( 6) Consider the case K > P typical. As a consequence of 
the reductibility 0 (2) => SO (2), the typical supertableaux 
of OSP (212p) are associated with a direct sum of two contra­
gradient irreducible typical representations of C(p + 1) giv­
en by\3 

The two contragradient representations have the same di­
mension and the dimension of the typical supertableaux 
K>pis 

22p + \N(vl, ... ,vp )' 

V. GENERALIZED SUPERTABLEAUX OF OSP(2I 2p) 

(1) We now suppose that the supertableaux TI is atypi­
cal of type Bj , 

(1) 2' K =Kj = :P-J+v\+j' 

As a result of the tensor product method TI is always simul­
taneously produced with a second atypical supertableau T2 
and the pair (TI ,T2 ), called a generalized atypical supertab­
leau, describes a nonfully reducible representation of 
C(p + 1). 

Choosing the notation TlOT2 such that K(1) > K(2) we study 
the relation between TI and T2• For that purpose it is conven­
ient to distinguish the two cases V I + j ;;> 1 and V I + j = 0. 

(0) Cose v1+j >1 : Let a be the largest non-negative in­
teger such that for the supertableau TI 

v\+j = ... =v\+j+a' O<a<p-l-j . 

The supertableau T2 is obtained from T\ by suppressing 
1 + a boxes in the first row, 
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K(2) = K(1) - (1 + a), 

and 1 + a boxes in the (1 + VI +1 )th row, 

VI~VI -1, for 1 +j<;;i<;;1 +j+a, 

the other parameters VI remaining as for TI • 

The value ,(2) is also written 

K(2)=2p-j+vI +J - (1 +a) 

=2p- (j+a) +vI+i+a-1 

and the supertableau T2 is atypical of type BJ + a' In this case 
we have 

K(1) > K(2) > p. 

An example with a = 0 is shown in Fig. 3. 
(b) Case VI +1 =0: The supertableau T2 is obtained from 

TI by suppressing 2(p - j) boxes in the first row, 

~1) = 2p _ j, K(2) = j, 
and the parameters v\>v2"",vJ are identical for TI and T2. 

The supertableau T2 is atypical oftype Aj" In this case 
we have 

~1»p>~2). 

A generalized atypical supertableau of this category is 
represented in Fig. 4. 

(2) The generalized atypical supertableaux K(J) > K(2) > p 
are associated with a direct sum of two contragradient non­
fully reducible atypical representations of C(p + 1) with 
four atypical components each, 

[CI + 2C2 + C3] E& [C3 + 2C2 + Cd. 
The Kac-Dynkin parameters of the components C I and 

C2 are, respectively, those of the supertableaux TI and T2. 
For the component C3 these parameters are those of the 
atypical supertableau T3 obtained from T2 as T2 itself has 
been obtained from T I • Let us discuss separately the cases 
VI +j>2 and VI +1 = 1, the parameter VI +J referring to the 
supertableau T I • 

(a) Case v1+j>2: We define asa and{3 the smallest non­
negative integers such that 

L-

v I + J -v2 +1+ a >l, . 
O<;;a</3<;;p - 1 - J. 

vI +1 -v2 +1+ P>2, 

I I ~~ =2p- j+ " ... ~ u 
--
",. St, 

FIG. 3. Generalized atypical supertableau ~H > ~2) > p. 
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1-T--.r+----------------lJ :": 2p-j 

" , 
FIG. 4. Generalized atypical supertableau ~H > p > ~2). 

(a-l)a<{3:Wehavea2+i+a = l,a2 +J+ p>l.Forj >0 
the components CI , C2, and C3 are the following: 

CI{al la2, ... ,a l +J,0, ... ,0,a2 +J+a = 1,0, ... ,0, 

a2 +1+p, .. ·,al +p}, 

C2{a l - 1 - ala2,· .. ,al +1 + 1,0, ... ,0,0,0, ... ,0, 

a2+J+ p,· .. ,a) +p}, 

C3{a l - 2 - /3la2,· .. ,al +J + 2,0, ... ,0,0,0, ... ,0, 

a2 +J+ p - 1, ... ,a l +p}, 

where the Kac-Dynkin parameter a l of C] is given by 
J p 

a l = 2p -j+ 2:al+1 + 2 + 2 2: a)+I' 
I I+J+P 

The atypicities of the components C I,C2,C3, are, respec­
tively, Bi'Bi+a,BJ+P' 

(a-2) a=/3: We have a2 +i+a>2. Forj >0 the compo­
nents CI, C2 , and C3 are the following: 

C){atia2,· .. ,a) +i,0, ... ,0,a2 +J+a, .. ·,a) +p}, 

C2{al - 1 - ala2, ... ,al +1 + 1,0, ... ,0, 

a2 +J+a - l, ... ,a l +p}, 

C3{a l - 2 - ala2, ... ,al +] + 2,0, ... ,0, 

a2 +J+a - 2,oo.,a l +p}, 

where the Kac-Dynkin parameter a l of C I is given by 
] p 

al =2p-j+2: al+I+ 2 2: a l + l · 
I I +J+a 

The atypicities ofthe components CI,C2,C3 are, respec­
tively, Bj,B] + a ,BJ + a' 

(b) Case vl+]=l: Using the same parameter a as pre­
viously, we have a2 +] + a = 1 and 

a l + I = 0, for i>2 + j + a. 

Forj > ° the components C I , C2, and C3 are the following: 

C,{2p-j+ 1 +vl la2 , ... ,al +i'0, ... ,0,a2 +]+a = 1,0, ... ,0}, 

C2{21T - j - a + vlla2,· .. ,al +J + 1,0,oo.,0,0,0, ... ,0} 

C3{j + a + vtia2, ... ,al +] + 2,0, ... ,0,0,0,oo.,0}, 
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where the parameter VI ofthe first column of TI is given by 

J 

VI = 1 + Lal+;' 
t 

The atypicities of the components Ct,C2,C3 are, respectively, 
BJ,Bj+a.Aj+a. Let us notice t~at, in this case, the compo­
nent C3 is self-contragradient, C3 = C3• 

(3) The contragradient components C3:C2:Ct are ob­
tained by the general relations given in the Appendix A. We 
define as a and a the two largest non-negative integers such 
that 

O<:.a<:.j, O<:.a<:.p - I - j, 

and we study separately the two cases a < j and a = j always 
forj> 0. 

(a)Casea< j: We have at +J-a>1 anda2 +j+a>1. For 
j >0 the components C3, C2, and C t are the following: 

C3{a t + 1 + ala2, ... ,al +J_a,O, ... ,O, 

at +J = 1,0, ... ,0,a2+J+a - 1, ... ,a t +p}, 

C2 {a t la2, .. ·,a t + J _ a ,0, ... ,0,0,0, ... ,0, 

a2+J+a,···,a t +p}, 

Ct{at - 1 - ala2, ... ,at +J-a - 1,0, ... ,0,0, 

a2+J = 1,0, ... ,0,a2+J+a, .. ·,a t +p}, 

where the Kac-Dynkin parameter at ofC2 is given by 
J-a 

at =j+ L a t +;· 
t 

The atypicities of the components C3,C2,Ct are, respec­
tively, AJ+a.AJ.AJ- a . 

(b) Case a=j: We have a2 +j+a>1 and at +; = ° for 
l<:.i<:.j+a. 

Forj > ° the components C3,C2,Ct are the following: 

C3{j + 1 + aIO, ... ,O,at +J = 1,0, ... ,0, 

a2 +J+a - 1, ... ,a t +p}, 

C2 {jIO, ... ,0,0,0, ... ,0,a2 + J + a , ... ,a t + p}, 

l\{0IO, ... ,0,0,a2 +J = 1,0, ... ,0,a2 +J+a,· .. ,a t +p}' 

The atypicities of the components C3,C2,Ct, are, respective­
ly, Aj+ a .AJ.Ao. 

We easily check tha! when V t +J = 1 for the supertab­
leau Tt the component C3 is self-contragradient and it re­
duces to the component C3 previously determined in the case 
(b) V t +J = 1. 

(4) Now we discuss the casej = 0. The general formulas 
given in the subsections (2) and (3) have to be slightly 
modified. Of course here we have a = ° and we distinguish 
three cases. 

(a) Case v;>2, a < p: 

C t {a t IO, ... ,0,a2 +a = 1,0, ... ,0,a2 +p,· .. ,a t +p}, 

atypicity Bo, 

C2{a t - 2 - aIO, ... ,0,0,0, ... ,0,a2 +p, ... ,at +p}, 

atypicity Ba, 

C3{a t -4-PIO, ... ,0,0,0, ... ,0,a2+p -1, ... ,at + p }, 

atypicity Bp, 
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C3{aIO, ... ,0,0,0, ... ,0,a2 + p , ... ,a t +p}, 

atypicity Aa, 

C2{010, ... ,0,a2+a = 1,0, ... ,0,a2+p,· .. ,a t +p}, 

atypicity Ao, 

Ct{011, ... ,0,a2 +a = 1,0, ... ,0,a2+p, .. ·,a t +p}, 

atypicity Ao, 

where the Kac-Dynkin parameters at of the component Ct 
is given by 

p 

at = 2p + 2 + 2 L at +;. 
t+P 

(b) Case vl >2, a=p: 

Ct{a t IO, ... ,0,a2 +a, ... ,a t +p}, atypicity Bo, 

C2{a t -2-aIO, ... ,0,a2+a -1, ... ,a t +p}, atypicityBa, 

C3{a t - 4 - aIO, ... ,0,a2 +a - 2, ... ,a t +p}, atypicity Ba, 

C3{aIO, ... ,0,a2 +a - 1, ... ,at +p}, atypicity Aa, 

C2{010, ... ,0,a2+a, ... ,a l +p}, atypicity Ao, 

l\{011,0, ... ,0,a2+a, ... ,a t +p}, atypicity Ao, 

where the Kac-Dynkin parameters at of the component CI 

is given by 
p 

a t =2p+2 L (a t +;)· 
t+a 

(c) Case VI = 1: 

C t {2p + 2Io, ... ,0,a2 + a = 1,0, ... ,0}, atypicity Bo, 

C2{2p - aIO, ... ,O,O,O, ... ,O}, atypicity Ba, 

C3 = C3{aIO, ... ,0,0,0, ... ,0}, atypicity Aa, 

C2{010, ... ,0,a2 + a = 1,0, ... ,0}, atypicity Ao, 

C t {OIO, ... ,O,a2+a = 1,0, ... ,0}, atypicity Ao. 

(5) The generalized atypical supertableaux Kt > p > ~ 
are associated to self-contragradient nonfully reducible 
atypical representations of C(p + 1) with four atypical com­
ponents 

[Ct + 2C2 + Cd. 
Of course, the atypical component C2 is self-contragradient, 
C2 = C2• The Kac-Dynkin parameters of the components 
C t and C2 are those of the supertableaux T t and T2• In order 
to determine the component C t we use the same parameter a 
as previously, which is here the largest non-negative integer 
such that 

VI +J-a = 0, O<:,a<:.j. 

It is convenient to study separately the two cases a < j and 
a=j. 

(a) Case a< j: we have a t +J_a>l, at+; =0 for 
i> 1 + j - a. The component C t ,C2,Ct are the following: 

C t {2p - j + vt la2,· .. ,at +J_a,O, ... ,O}, 

C2{j + vtia2,· .. ,a l +J-a,O, ... ,O}, 

Ct{j - 1- a + vt la2, ... ,at +J-a - 1,0, ... ,a2 +J = 1,0,0}, 

where the parameter V t ofthe supertableau Tt is given by 
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j-a 
VI = L a l + i • 

I 

The atypicity of the components CI , C2, and l\ are, respec­
tively, Bj , Aj , and A j _ a' The dimension of those generalized 
atypical supertableaux is 

22p+ IN(vl, ... ,vj_a,O, ... ,O). 

(b) Case a=j: The supertableaux TI and T2 have only 
one row and the atypical components C1,C2:C1 are the fol­
lowing: 

C 1{2p - jIO, ... ,O}, 

C2{jIO, ... ,O}, 

l\{OIO, ... ,O,a2 + j = I,O,O}. 

The atypicity of the components C1, C2, and l\ are, respec­
tively, Bj , Aj' and Ao. The dimension of these generalized 
atypical supertableaux is simply 22p + I. 

VI. TOPOLOGY OF THE SET TOF SUPERTABLEAUX 

( I) Let us define as S the set of representations of 
C(p + 1), where the Kac-Dynkin parameter a l is an alge­
braic integer. In the tensor product 

R 1 ®R2 =eRj , 
J 

if RI and R 2ES then RjES for all/so Of course the set S 
contains irreducible typical, irreducible atypical, and non­
fully reducible atypical representations. 

(2) The set T of supertableaux of OSP (212p) describe 
self-contragradient irreducible, fully reducible, and nonfully 
reducible representations of the set S. 

(3) The (2p + 2) X (2p + 2) matrices commuting with 
all orthosymplectic matrices ofOSP(212p) are, by the Schur 
lemma proportional to the unit matrix 12P + 2' The only pos­
sibilities on the field of real numbersareI2p + 2 and - 12p + 2' 

Therefore the center of the orthosymplectic group 
OSP (212p) is isomorphic to Z2 and the two groups 
OSP(212p) and OSP(212p)/Z2 are locally isomorphic. 

( 4) As a first consequence the set S of representations of 
OSP(212p) can be divided into two classes SA. and SB by 
using a linear combination C of the Kac-Dynkin parameters 
defined by 

p+1 

C= L jar 
I 

For the class SA.'C is even and for the class SB'C is odd. 
(5) As a second consequence the set T of supertableaux 

ofOSP(212p) can also be divided into two classes TA. and TB 
by using now a parameter N counting the total number of 
boxes of a supertableau of T. 

p 

N=K+ L vr 
1 

For the class TA.,N is even and for the class TB,N is odd. Of 
course the class TA. ( TB) supertableaux are associated to 
self-contragradient representations of the class SA. (SB)' 

(6) The supertableaux of the set T are generated, by 
tensor product, from the one box supertableau of the funda­
mental representation: 
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DeTB , {IIO, ... ,O}ESB • 

The supertableaux of the class TA. are the supertableaux 
of the factor group OSP(212p)/Z2 and they are generated, 
by tensor product, from the two-box supertableau of the ad­
joint representation. 

BeTA. {211.0 ..... oleSA • 

(7) Let us remark that, by construction, the atypical 
supertableaux TI and T2 forming a generalized atypical su­
pertableau differ by an even number of boxes and therefore 
TI and T2 belong to the same class. As a consequence the 
notion of class applies to generalized atypical supertableaux. 

VII. CONCLUDING REMARKS 

We have studied the Young supertableaux of the ortho­
symplectic groups OSP(212p), p;;.2, and we have deter­
mined the relation between these supertableaux and some 
self-contragradient representations of C(p + 1): (i) irredu­
cible typical and atypical; (ii) fully reducible typical; and 
(iii) nonfully reducible atypical. 

As previously in the case of superunitary groups only a 
subset of representations of C(p + 1) is described by super­
tableaux. Of course, this subset is closed under the tensor 
product and it possesses a structure in two classes. 

The supertableaux of the orthosymplectic groups 
OSP (m 12p) m;;. 3 can be analyzed with the same techniques. 
The simple case of irreducible supertableaux has been treat­
ed by Farmer and Jarvis. 13 That of generalized atypical su­
pertableaux is nontrivial especially with the appearance of 
degeneracies in the spectrum of the atypical values.7

•9 This 
work is now in progress. 

ACKNOWLEDGMENTS 

The author takes this opportunity to thank Guido AI­
tarelli, Nicola Cabibbo, and Luciano Maiani for the hospi­
tality extended to him at the University of Rome where part 
of this work has been done. 

APPENDIX A: CONTRAGRADIENT IRREDUCIBLE 
REPRESENTATIONS 

As a result of the tensor product method we are able to 
determine the lowest weight of an irreducible representation 
R of C(p + I) or, equivalently, the highest weight of the 
contragradient representation R of R. 

It is convenient to describe the highest weight of R(R) 
by a Young tableau y(f) of the symplectic group Sp(2p) 
and the largest eigenvalue k(k) of the SO(2) generator. 

1. R and If are typical 

This case is well known and we simply have13 

y= Y, k+k=2p. 

In the reduction OSP(212p) ~SO(2) ® Sp(2p) the typical 
representations R and R have 2p + 1 levels in k. In the de­
scription with Kac-Dynkin parameters we get 
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R => {al/az, ... ,al + p}, 

R=>{a1Iaz,· .. ,a1 +p}, 

with the relation 
p 

al +al = 2p + 2 Lal+i' 
1 

The particular case of a self-contragradient typical represen­
tation is obtained when k = k = p. 

2. R Is atypical of type B, 

We have 

kA =2p-j+vl +J· 

Let us define for the Young tableau Y the largest non-nega­
tive integer a such that 

vl+J-a = ... =vl +J, O<.a<.j. 

Then the contragradient representation R is atypical of 
typeAJ _ a and the highest weight ofR is defined by 

_ {iii =V1 + 1, for 1 +j-a<.i<.1 +j, 

Y iii = VI' for the other i's, 

kx = 2p - k A - (1 + a). 
InthereductionOSP(212p)=>SO(2) ®Sp(2p) the two 

contragradient representations R and R have 2p - a levels 
ink. 

For the description of Rand R with Kac-Dynkin pa­
rameters it is convenient to distinguish the two cases a < j 
anda=j. 

(a) Case a < j: 

R {ad" 'a l +J_a,o, ... ,O,a2 +J, ... ,al +p}, 

Ii {all'" al +J-a - I,O, ... ,az+J + 1, ... ,01 +p}, 

where 
J-a p 

0 1 = 2p - j + L 0 1 + 1 + 2 L a l + i' 
I I +J 

J-a 
al =j-a-1+ L al + i · 

I 

(b) Casea=j: 

R {a I IO, ... ,O,a2 +J, ... ,al +p}, 

R {OIO, ... ,O,a2 +J + 1, ... ,01 +p}, 

where 
p 

al = 2p - j + 2 L al + I' 
I +J 

3. R Is atypical of type AI 

We have 

kA=j-vl + j • 

When VI +J = ° the representation R is self-contragra­
dient and in the rCllduction OSP(212p) =>80(2) ® Sp(2p) it 
contains 2j + 1 levels in k. 

When VI +J>l we define, for the Young tableau Y, the 
largest non-negative integer a such that 

v l +J = '" =VI +J+ a , O<.a<.p-1-j. 

Then the contragradient representation Ii is atypical of 
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type BJ + a and the highest weight of R is defined by 

y{~i =Vi -1, fori +j:i<.l +j+a, 

Vi = Vi> for the other I s, 

kx =2p-kA - (1 +a). 

InthereductionOSP(212p)=>SO(2) ®Sp(2p) the two 
contragradient representations Rand R have 2p - a levels 
ink. 

For the description of R and R with Kac-Dynkin pa­
rameters it is convenient to distinguish the two cases j > ° 
andj=Q. 

(a) Casej > 0: 

R {allaz,···,a l +J,O, ... ,Q,a2+J+a, .•• ,a l +p}, 

R {ada2,···,al +J + I,Q, ... ,Q,a2 +J +a - 1, ... ,al +p}, 

where 

J p 

al =2p-j-a-1+L aj+i+ 2 L 0 1 + 1, 
1 I +J+a 

(b) Casej=O: 

R {OIO, ... ,O,a2 + a, ... ,al +p}, 

R {aI IQ, ... ,Q,a2 +a -l, ... ,al + p }, 

where 
p 

al = 2p - a + 2 L al + I' 
I+a 

Of course the formulas of subsections 2 and 3 are comple­
mentary. 

APPENDIX B: GENERALIZED ATYPICAL 
SUPERTABLEAUX OF OSP(214) 

As an illustration of the general expressions given in Sec. 
V we give the complete list of the generalized atypical super­
tableaux of OSP (214) with their atypical components. We 
have two possible atypicities for the supertableau T I • 

(i) Atypicity Bo, K(l) = 4 + V I' 

The parameter a is zero and for the parameters a and P we 
have O<.a<.,p<. 1. 

(ii) Atypicity B I , K(t) = 3 + V2' 

The parameters a and P are zero and the parameter a can 
take two values O<a< 1. 

1. The supertableau T1 has the atyplclty Bo 

We have six possible cases. 
(a) vJ>2, VJ -v2>2, a=p=O: 
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[{2v) + 41v) - V2'V2} + 2{2v) + 21v) - V2 - l,v2} + {2v)lv) - V2 - 2,v2} 1 

$ [{olv) - V2 - l,v2} + 2{olv) - V2,V2} + {olv) - V2 + l,v2} 1. 

(b) vJ>2, VJ -v2 =1, a=O, f3=1: 

II I 

[{2v) + 411,v) - l} + 2{2v) + 210,v) - l} + {2v) - IIO,v) - 2} 1 $ [{olo,v) - l} + 2{oll,v) - l} + {OI2,v) - l}. 

(c)vJ>2, VJ =V2, a=f3=l: 

II I I 

- ... 
--

[{2v) + 410,v)} + 2{2v) + llo,v) - l} + {2v) - 210,v) - 2} 1 $ [{llo,vl - l} + 2{olo,v)} + {Oll,v)} 1. 

(d) VJ = 1 =v2' a= 1: 

Will 

[{6Io,lho + 2{310,O}1O + {IIO,oh196 $ [{IIO,O}6 + 2{OIO,l}1O + {OII,lho196' 

(e)vJ =l, v2 =0, a=O: 

8 I 1111 

[{611,O}49 + 2{410,O})s + {OIO,oh1so $ [{OIO,oh + 2{OII,Ohs + {OI2,O}491so' 

{f} VJ =0: 

[{410,o})s + 2{O( IO,O}) + {OII,ohs132' 

2. The suptertableau T has the atypiclty 8 1 

We have again six possible cases. 

(a) v2>2, VJ -V2> 1, a=O: 

II I 

[{v) + V2 + 31v) - V2,V2} + 2{v) + V2 + 21vI - V2 + l,v2 -l} + {VI + V2 + Ilvl - V2 + 2,v2 - 2}J 

$ [{VI - V2 + 21vI - V2 + l,v2 + l} + 2{v l - V2 + livi - V2,V2} + {vI - v21vI - V2 + l,v2 -l}J. 
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II J 

[{2V2 + 310,v2} + 2{2v2 + 211,v2 - 1} + {2V2 + 112,v2 - 2}] ED [{211,v2 - 1} + 2{110,V2} + {OIO,V2 + 1}]. 

(c)vz=l, vj-vz>l, a=O: 

[{SIO,lhs + 2{411,Ohs + {21 1,O}19] 144 ED [{211,Oh9 + 2{llo,1}4s + {OIO,2hs] 144' 

(e)vz=O, vj=l, a=O: 

({3 + vllvl,O} + 2{1 + vllvl,O} + {vilvi - I,O}]. 

{f)Vj=vz=O, a=l: 

DTI 
[{3Io,oho + 2{IIO,O}6 + {OIO,lho]32' 
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Principal five-dimensional subalgebras of Lie superalgebras 
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The analog ofs1(2) for Lie superalgebras is osp( 1,2), a five-dimensional superalgebra. All 
basic classical Lie superalgebras L that contain a principal five-dimensional osp( 1,2) 
subalgebra are classified. Moreover, the decomposition ofthe standard representation and of 
the adjoint representation of L into irreducible components of the principal osp( 1,2) 
subalgebra is given. 

I. INTRODUCTION 

Principal three-dimensional subalgebras of Lie algebras 
have turned out to be important in many physical models. 1 

Forinstance, let b 1';;) (m = - j, - j + 1, ... , + j) be a set of 
boson creation and annihilation operators with angular mo­
mentum numberj and projection m. Then, the algebra acting 
in the boson space and consisting of quadratic products leav­
ing the total number of bosons invariant is u (2j + 1). If j is 
an integer, this algebra contains so(2j + 1). The so(3) sub­
algebra describing the physical angular momentum of the 
systeminthechainso(3)Cso(2j+ l)Cu(2j+ 1) (jEN) is 
the principal three-dimensional subalgebra of so (2j + 1) 
and u(2j + 1). 

From the mathematical point of view, principal three­
dimensional subalgebras have been discussed by Dynkin2 
and Kostant. 3 Important mathematical applications were 
the combinatorial results obtained by Hughes,4 and later 
generalized by Stanley.s 

In the present paper, we investigate principal subalge­
bras of the basic classical Lie superalgebras. The superalge­
bra corresponding with the three-dimensional Lie algebra 
sl(2) is the five-dimensional Lie superalgebra osp(1,2), 
sometimes denoted by B (0, 1 ). Basic classical Lie superalge­
bras were classified by Kac6 and are of type A (m,n), B(m,n) 
C(n), D(m,n), G(3), F(4), or D(2,1;a). Throughout this 
paper, we shall use the notation of Ref. 6. It is no longer true 
that every basic classical Lie superalgebra contains a princi­
pal five-dimensional subalgebra. This fact was already ob­
served by Stanley,7 but although he finds only one general 
class of superalgebras containing a principal osp( 1,2), the 
series A (n + 1,n), we prove in this paper that several classes 
of orthosymplectic Lie superalgebras also have a principal 
five-dimensional subalgebra. 

The structure of the paper is as follows. In Sec. II, irre­
ducible representations of osp( 1,2) are analyzed, and they 
give rise to certain inclusion relations of osp( 1,2) into spe­
ciallinear and orthosymplectic Lie superalgebras. With the 
definition of a principal five-dimensional subalgebra in Sec. 
III, it is easy to see that the inclusion relations of Sec. II are 
principal. Then, a necessary condition for the existence of a 
principal osp(1,2) subalgebra is given and analyzed for all 
the basic classical Lie superalgebras. In Sec. IV, we give a 
realization of the principal five-dimensional subalgebra in 

a) Senior Research Assistant of the National Fund for Scientific Research, 
Belgium. 

the standard representation for all the classes of Lie superal­
gebras satisfying the condition of Sec. III. Finally, in Sec. V 
and in Table I, the main results are summarized. 

II. IRREDUCIBLE REPRESENTATIONS OF osp(1,2) 

The orthosymplectic Lie superalgebra osp(l,2) can be 
defined as the set of 3 X 3 complex matrices of the form 

[lJ: ~J (2.1) 

together with the multiplication rule 

[x,y] =X'y- (-1)S>1y·x, xeLs' yeLT/' (2.2) 

where 5, 1JE{o, n = Z2' and L = Lo al Lr is the splitting of 
L = osp (1,2) into the even and odd subspace. Here, Lo is 
spanned by matrices (2.1) with d = e = 0, and Lr by matri­
ces with a = b = c = 0. The even subalgebra equals sl(2). 
We choose the following basis for osp( 1,2): 

Then, the standard (anti-) commutation relations are given 
by 

(jo,j ± ] = ±j ±' U+,j-] = 2jo, 

(jo,q ± 112] = ±! q ± 112' [j ± ,q::P12] = q ± 112' (2.4) 

[q± 112,q± 112] = ±2j±, [ql/2,q-I/2] = -2jo· 

Irreducible representations (irreps) of osp( 1,2) have 
been studied by several authors.8

•
9 In particular, the irredu­

cible spaces V on which osp(1,2) acts are graded: 
V = Vo al Vr . Both Vo and VI are irreducible sl (2) represen­
tations. This is why osp(1,2) irreps are called "dispin." An 
sl(2) module V(j) is characterized by an integer or a half­
integer: (j),jENU!N. Thenj is the maximaljo eigenvalue, 
and dim V( j) = 2j + 1. All finite-dimensional irreducible 
representations of osp ( 1,2) are determined by8.9 
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[a] = (a) e (a - p (a = ~,q, ... ). (2.5) 

For a = 0 [a] = (a) is the trivial representation. Note that. 

dim V[a] =40+ 1. (2.6) 

The basis vectors of V( j) are denoted by I j,m) 
(m = - j, - j + 1, ... , + j). From other studies8 we copy 
the explicit form of the actions of the osp ( 1,2) elements on 
the basis vectors of the module V[ a], 

joU,m) = mlj,m) 

(j = a or j = a - !), (2.7) 

j± U,m) = [(j=Fm)(j±m + 1)] 1I2U,m ± 1); 

qlda,m) = (a - m) 1/2 1a - !,m + p, 

0[1'(20)]1/2 

o [2'(20 - 1)]1/2 

o 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

o [(20)'1]1/2: 

o 
I 
I 
I 
I 

q_lda,m) = - (a + m) 1/2 1a - ~,m - ~), 

qlnla - !,m - p = (a + m)1!2 Ia,m), (2.8) 

q-Ida - !,m - p = (a - m + 1) 1I21a,m -1). 

In fact, (2.7) and (2.8) determine the form of the matrix 
representation of osp(1,2) on the (40 + I)-dimensional 
space V[ a] . Taking the following order for the basis of V[ a] : 

la,a),la,a - 1), ... ,la, - a),la - ~,a - p, 
la - !,a - ~), ... ,Ia -!, - a + p, 

(2.9) 

we find as matrix representativesp(x), for xeosp( 1,2), 

p(jo) = diag(a,a - 1, ... , - a;a - !,a - ~, ... , - a + !), 
(2.10) 

-----~----------------+-------------~-~----------
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I 
:0 [1'(20 _1)]1/2 

I 
I 0 
I 
I 
I 
I 
I 
I 
I 

I 
I 
I 

[2' (2a - 2)] 1/2 

o 

o [(20 - 1)'1j1/2 

o 

(2.11 ) 

(2.12) 
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o 

o 
-------------------~--------------------------I 

I 
0 >If I 

I 

..fi 
I 

0 I 
I 

. . I . . . . I 
I 

0 [2ojl/2! 

(2.13) 

0 

>If 0 

..fi 0 

. . . . 0 . . 
[20] 1/2 

--------------------------t------------------- · 
o 

- [20 - IP/2 

Hence, it is obvious that p is a homomorphism from 
osp( 1,2) into the Lie superalgebra spl(2o + 1,20) [some­
times denoted as sl(2o + 1/20) or as A (20,20 - 1)]. This 
was already observed by Stanley.7 As a consequence we have 
osp(1,2)Cspl(2o + 1,20). 

Now we want to investigate whether there are in general 
any other Lie superalgebras appearing in the last inclusion 
relation. First, we consider the situation with aeN. Define 
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o 

->If 

I 
I 
I 
I 
I 
I 
I 
I 
I 

o I 

the following matrices: 

-1 

1 

-1 

X(2a + 1) X (20 + 1) matrix), 
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-1 

1 

-I 

X (2aX2a matrix), (2.16) 

and let 

[P] = [~ ~]. (2.17) 

Then [P] defines a bilinear form P on the representation 
space V[ a] of the irrep [a] with the basis given by (2.9). 
With Vo = Veal and VI = V(a - p, one can check that (i) 
P is homogeneous, P( Vo, VI ) = 0; (ii) P is nondegenerate; 
and (iii) P is supersymmetric, 

P( l,g) = ( - 1)'PYP( g,J), 't/ leV"" 't/geVy' 

Making use ofthe explicit matrices given in (2.10)-(2.14), 
it is easy to verify that for any homogeneous element x of 
osp( 1,2), one has 

[p(x)V[P] + (-l)S[P][p(x)] =0, 

't/xeosp(1,2)s ($" = 0,1). (2.18) 

Herein, [ p (x) J T is the supertransposelO of a graded matrix, 
defined by 

[a b) T = [at _ et] . 
e d b t dt (2.19) 

Equation (2.18) imp1iesthat 

P(p(x)'I,g) + (-1)"'P(f,p(x)'g)=O, 

't/xeosp( 1,2)s' 't/ feV"" 't/gev' (2.20) 

Consequently, the matrices (2.10)-(2.14) are elements of 
the orthosymplectic subalgebra osp(2a + 1,20) contained 
in sp1(2a + 1,20), and we conclude 

osp(1,2) Cosp(2a + 1,20) Cspl(2a + 1,20), aeN. 
(2.21 ) 

When a is a half-integer, a similar analysis leads to 

osp(1,2) C OSp (20,20 + 1) Csp1(2a,2 + 1), (a - ~)eN. 
(2.22) 

III. PRINCIPAL FIVE-DIMENSIONAL SUBALGEBRAS 

Definition: Let L = Lo E9 LT be a basic classical Lie su­
peralgebra. LetL '= span{jo,j+,j_,QI/2,q_I12} be a subal­
gebra of L with standard relations given by (2.4). Then L I is 
called a principal five-dimensional subalgebra of L if 
span {jo, j +' j _ } is a principal three-dimensional subalgebra 
of the Lie algebra Lo. 

Principal three-dimensional subalgebras of semisimple 
Lie algebras are well known. One of the most important 
properties3 of the principal sl (2) of a semisimple Lie algebra 
G is the following: a sl (2) subalgebra of G is principal if and 
only if the number of irreducible components occurring in 
the complete reduction of the adjoint representation of sl (2 ) 
on G is equal to the rank of G. 

With the given definition, it follows immediately from 
Sec. II that spl(n + l,n), osp(2n + 1,2n), and 
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osp(2n - 1,2n) (neN) contain a principal five-dimensional 
subalgebra. Now we want to find out which basic classical 
Liesuperalgebras hav-e a principal osp( 1,2). There is actual­
ly an easy procedure leading to a necessary condition. In­
deed, let L be a basic classical Lie superalgebra, and let sl (2 ) 
be the principal three-dimensional subalgebra of Lo. Let 
(a l ) + (a2 ) + ... + (ak) be the decomposition of the ad­
joint representation of sl(2) on Lo, and (b l ) + (b2 ) 

+ ... + (b l ) be the decomposition onLI . Then a necessary 
condition for L in order to contain a principal osp( 1,2) sub­
algebra is that the sequence of numbers {al, ... ,ak ,bl, ... ,b/ } 
cart be split in couples of the form {a;,b) with bj = a; ±~, 
or in sets only containing the number 0: {oJ. This follows 
from the fact that every finite-dimensional representation of 
osp (1,2) is completely reducible 10 in irreps of the form (2.5) 
or the trivial representation. 

Asanexample,considerL = spl(m,n) withm;>n. Then 
Lo = sl(m) E9 sl(n) E9 C and LT = slm ® sl: ED sl: ® sin. For 
the principal sl (2) subalgebra of Lo, Lo decomposes as 

(1) + (2) + ... + (m - 1) 

+ (1) + (2) + ... + (n - 1) + (0). (3.1) 

Since sl~) decomposes as (m - 1)/2) and sl~·) as 
(n - 1 )/2), we obtain the following decomposition for Lr: 

(m ~n) +(m ~n + 1) + ... +(m +; -2) 

+(m~n)+(m~n +1)+ ... +(m+;-2). 
(3.2) 

Then it is easy to see that (3.1) and (3.2) can be split in 
subspaces of the form (a) + (a ~ p only if m = n + 1. 
Hence, only spl(n + I,n) can contain a principal osp(l,2) 
subalgebra. That it actually does have a principal five-di­
mensional subalgebra follows from Sec. II. Note that the 
adjoint representation of spl(n + I,n) decomposes in 
osp( 1,2) irreps as follows: 

[!1 + [I] + Bl + ... + [n-!] + [n], (3.3) 

and from Sec. II one derives that the standard representation 
ofspl(n + I,n) decomposes in the irrep [n/2] of the princi­
palosp(l,2). 

A similar analysis for Lie superalgebras of type B( m,n) 
shows that only osp(2n + 1,2n) andosp(2n - 1,2n) satisfy 
the necessary condition. The Lie superalgebras C(n) never 
contain a principal osp( 1,2) subalgebra if n > 2, and when 
n = 2 we have C( 2) = spl (2, I ). The only Lie superalgebras 
of type D(m,n) satisfying the necessary condition are 
osp(2n + 2,212) and osp(2n,2n). Finally, among the excep­
tional Lie superalgebras there are simply the D (2, I;a) alge­
bras, which Can contain a principal osp( 1,2). That the pre­
viously mentioned Lie superalgebras really do contain a 
principal five-dimensional subalgebra follows from the fact 
that the principal osp( 1,2) can be realized in the standard 
representation of the Lie superalgebra. This will be discussed 
in the following section. 

Joris Van dar Jeugt 2845 



                                                                                                                                    

IV. REALIZATION OF THE PRINCIPAL osp(1,2) 

For spl(n + l,n), osp(2n + 1,2n), and osp(2n 
- 1,2n), the realization of the principal osp( 1,2) subalge­

bra has already been given in Sec. II. From (2.10), one can 
see that the standard representation of osp(2n + 1,2n) de­
composes into the irrep [n] when restricted to its principal 
osp(1,2). When the adjoint representation is restricted to 
the principal s1(2) subalgebra of La, one verifies that La 
= so(2n + 1) EB sp(2n) decomposes into 

(1) + (3) + ... + (2n - 1) + (1) + (3) + ... + (2n -1), 

and that LI = s02n + 1 ® sP2n decomposes into 

(n) X (n -!) = (!) + (~) + ... + (2n - !). 
Hence, the decomposition of the adjoint representation of 
osp (2n + 1 ,2n) into irreps ofits principal osp (1,2) subalge­
bra is given by 

[1] + [3] + ... + [2n - 1] + [n 
+ [H + ... + [2n - n . (4.1 ) 

Similarly, the standard representation of osp(2n - 1,2n) 
decomposes into [n - !], and the adjoint representation'de­
composes into 

[1] + [3] + ... + [2n - 1] + [n 
+ B1 + ... + [2n - n (4.2) 

when restricted to its principal osp( 1,2) subalgebra. 
Now, consider the Lie superalgebra L 

= osp (20 + 2,20) (aeN). We shall use the realization given 
in (2.10)-(2.14) in order to construct a realization of the 
principal osp ( 1,2) subalgebra of osp( 20 + 2,20). We know 
that the decomposition of La into irreps of its principal sl (2 ) 
subalgebra is given by (0) + (a) + (a - !). Hence, in a 
similar notation as in Sec. II, we choose the following basis 
vectors for the representation space V: 

10,0),la,a),la,a - 1), ... ,la, - a),la - !,a - !), 

la - ~,a - ~),.··,Ia -!, - a + p. (4.3) 

Then, acting on this basis the elements of osp( 1,2) have the 
following matrix realization: 

p'(xJ ~ [! I P~;J 1 (4.4) 

where p(x) is given by (2.10)-(2.14). Hence, (4.4) is a 
realization of osp(1,2) in block matrices of type 
[(20 + 2) + (2a)] X [(2a + 2) + (2a)]. Moreover 

[p'(X)]T[,8'] + (-l)S[,8'][p'(x)] =0, 

VXEOsp(1,2)5' 

where 

[

1 ° 
[,8']= ~ ,8\ 

° ° 

(4.5) 

(4.6) 

The bilinear form,8 , defined by (4.6) on V = Va EB VI, with 
Va = V(O) + V(a) and VI = V(a - !), is homogeneous, 
nondegenerate, and supersymmetric. It follows that (4.4) is 
a realization ofthe principal osp( 1,2) into osp(2a + 2,20). 

For osp (2n,2n), one makes use ofthe realization of the 
principal osp(1,2) in the superalgebra osp(2a,2a + 1), 
(a - peN, and one performs the same construction as in 
(4.4) in order to obtain the principal osp( 1,2) contained in 
osp(2a + 1,2a + 1). 

Finally, for the exceptional Lie superalgebras D( 2, l;a ) 
we prefer to use the notation of Scheunert lO 

r(O'\'0'2'0'3)' 

The connection between r (0' \,0'2,0'3) and D (2, l;a) has been 
given in Ref. 11. The even part of r(O'\'0'2'0'3) is 
s1(2) EB sl(2) EB sl(2), spanned by so, ± ' to, ± and uo, ± . The 
odd part is equal to sl2 ® sl2 ® sl2 and its basis vectors are 
denoted by Ra,P,r (a,,8,r = ± p. The product relations in 
r ( 0' \,0'2,0'3) have been given explicitly in a previous paper. \\ 
Since (0' \,0'2,0'3) are determined up to an arbitrary factor, we 
can choose 40'\0'20'3 = 1. Then, the explicit expressions for 

TABLE I. The Lie superalgebras L having a principal osp( 1,2) subalgebra. Besides the dUpensia,n and rank of L, we also list the decomposition of the 
standard representation Ps and of the adjoint representation P ... when decomposed into irreps of the principal five-dimensional subalgebra. 

L dimL rankL ps P ... 

A(n,n -1) 4n2 +4n 2n [nl21 [II + [21 + ... + [nl 
= spl(n + I,n) + Ul + m + ... + [n - H 

B(n,n) 4n(2n + 1) 2n [n) [ll+[31+"'+[2n-Il 
= osp(2n + 1,2n) + m + m + ... + [2n - n 

B(n -I,n) Sn2-4n+1 2n -I [n -!1 [I) + (3) + ... + [2n -II 
= osp(2n - 1,2n) + m + m + ... + [2n-3] 

D(n + I,n) Sn2+Sn+1 2n + I [01 + [nl [I) + (3) + ... + [2n-Il 
= osp(2n + 2,2n) + m + m + ... + [2n - U + [n) 

D(n,n) Sn2 2n [01 + [n -!) [I) + (3) + ... + [2n -1] 
= osp(2n,2n) + m + m + ... + [2n - n + [n - !1 

D(2,I;a) 17 3 [1] + [1] + m 
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the basis elements of the principal osp ( 1,2) subalgebra of 
r(0"1'0"2,0"3) are given by 

jp. = sp. + tp. + up. (p, = 0, ± ), 

q ± 112 = ±.J2 [O"tR =F 112. ± 112. ± 112 + 0"2R ± 112. =F 1/2. ± 112 

+ 0"3R ± 112. ± 112. =F 112] . (4.7) 

v. CONCLUSION 

It has been known for a long time that all semisimple Lie 
algebras contain a principal sl (2) subalgebra. For basic clas­
sical Lie superalgebras, the analog of a principal sl(2} is a 
principal five-dimensional subalgebra osp( 1,2). Our analy­
sis shows that not all the basic Lie superalgebras contain a 
principal osp(1,2) subalgebra, but only the ones given in 
Table I. For all these cases, we have obtained an explicit 
realization of the principal osp ( 1,2) in the standard repre­
sentation of the Lie superalgebra. Table I lists the reduction 
of the standard representations and of the adjoint represen­
tations for the Lie superalgebras L decomposed into irreps of 
their principal five-dimensional subalgebra. From this table, 
one can notice that the number of osp( 1,2) irreps in which 
the adjoint representation of a Lie superalgebra L decom­
poses when restricted to its principal osp( 1,2) subalgebra is 
equal to the rank of L. This is the analog of the defining 
property3 of a principal sl (2) subalgebra of a Lie algebra. 
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In a paper by Stanley 7 some combinatorial properties 
concerning unimodality were derived by studying the princi­
pal osp(1,2) subalgebra of spl(n + I,n) or of pl(n + I,n) 
[sometimes denoted as glen + lin)]. It is clear that the 
analysis of representations of the Lie superalgebras in Table 
I may give rise to similar interesting combinatorial proper­
ties, but this study falls beyond the scope of the present pa­
per. 
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The Kadomtsev-Petviashvili (KP) hierarchy is an infinite set of nonlinear partial differential 
equations in which the number of independent variables increases indefinitely as one proceeds 
down the hierarchy. Since these equations were obtained as part of a group theoretical 
approach to soliton equations it would appear that the KP hierarchy provides integrable scalar 
equations with an arbitrary number of independent variables. It is shown. by investigating a 
specific equation in 3 + 1 dimensions. that the higher equations in the KP hierarchy are only 
integrable in a conditional sense. The equation under study, taken in isolation. does not pass 
certain well-known and reliable integrability tests. Thus. applying Painleve analysis. we find 
that solutions exist. allowing movable critical points. Furthermore. solitary wave solutions are 
shown to exist that do not behave like solitons in multiple collisions. On the other hand, if the 
dependence of a solution on the first 2 + 1 variables is restricted by the fact that it should also 
satisfy the KP equation itself, then the integrability conditions in the other dimensions are 
satisfied. "Conditional integrability" thus means that linear techniques will provide only those 
solutions of equations in the hierarchy that simultaneously satisfy lower equations in the same 
hierarchy. 

I. INTRODUCTION 

The purpose of this article is to discuss the integrability 
of an infinite set of nonlinear partial differential equations 
(POE's) proposed recently by Jimbo and Miwa,1 and called 
the Kadomtsev-Petviashvilli (KP) hierarchy. We shall use 
the word "integrable" to mean that a given nonlinear POE 
can be integrated by essentially linear techniques, such as the 
inverse scattering method.2 the "dressing method,,,3 or var­
ious group theoretical approaches. 1,4 Most of the equations 
integrable in the above sense involve only 1 + 1 variables 
(the Korteweg-de Vries equation. the nonlinear Schro­
dinger equation. the sine-Gordon equation, or the equations 
of the nonlinear 0' model being prime examples2,3). Some 
well known examples of integrable equations also exist in 
2 + 1 dimensions. These include. e.g., the Kadomtsev-Pet­
viashvi1i5 equation and the Oavey-Stewartson equation,6 

which are of considerable physical interest. The only inte­
grable system ofPOE's in n dimensions that we are aware of 
is written for n X n matrix functions and has very exceptional 
geometrical properties (it generalizes the sine-Gordon 
equation).7,8 

Since most of the nonlinear equations of physics are 
written in 3 + 1 dimensions or more. the question of whether 
such equations can be integrable by linear techniques is of 
cardinal importance. In other words, is integrability a low­
dimensional accident or does it occur in arbitrary dimen­
sions? 

We shall not delve here into the philosophical implica­
tions of the existence or nonexistence of integrable equations 

in higher dimensions. Rather, we intend to show that one 
current belief in the existence ofintegrable equations involv­
ing arbitrary dimensions in the hierarchies of equations pre­
sented by Jimbo and Miwa.1 in particular the KP hierarchy. 
is unfounded. at least in the most direct sense. 

In a recent publication 1 Jimbo and Miwa have reviewed 
and further developed an approach to soliton-type equations 
based on the representation theory of infinite-dimensional 
Lie algebras and Lie groups. The approach is primarily due 
to the Kyoto school and goes back to the original work of 
Sato and Sato.9 The KP hierarchy of equations is the most 
basic one in this approach and this hierarchy. as well as its 
solutions. are obtained from the representation of the alge­
bra gl ( QO ). Other equations and their hierarchies are asso­
ciated with infinite-dimensional subalgebras of gl ( QO ), such 
as the orthogonal and symplectic algebras B"" Coo, and 
D", • or Kac-Moody Lie algebras. The Hirota bilinear for­
malism 10 as well as the formalism of Lax pairs2 are incorpo­
rated in this approach in a natural manner. 

The KP hierarchy is presented l in the Hirota formalism 
in terms of the D operators. defined by their action on bilin­
ear expressions: 

[D~, D!, ... ] r(x l ,x2'''' )·r(x l ,x2 .... ) 

= (aX, - ax; )Q (ax> - ax;)b 

... r(x l ,x2.· .. )r(x;,x2 ... ·) Ixi=x"x,=x,.... (1.1) 

The first four equations of the KP hierarchy are written in 
this formalism as 
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[Dt + 3Di - 4D1D3] 1"1' = 0, 

[(Di + 2D3)D2 - 3D1D4 ] 1"1' = 0, 

[D1- 20Di D3 - 80D~ 

+ 144D\D5 - 45Di Di ]1"1' = 0, 

( 1.2) 

( 1.3) 

(1.4) 

[ D 1 + 4D i D3 - 32D ~ - 9D i D ~ + 36D2D4 ] 1"1' = 0 . 

( 1.5) 

Equation (1.2) involves only three variables, x I = x, 
X2 = y, X3 = t, and is actually the KP equation itself. Thus 
putting 

a a2 

W = 2 -log 1', u = 2 -2 log l' , 
ax ax 

we reduce (1.2) to either the potential KP equation 

Wxxxx + 6wxwxx + 3wyy - 4wxt = 0, (1.6) 

or to the more standard form of the KP equation 

[4ut - 6u Ux - uxxx]x - 3uyy = O. (1.7) 

Equations (1.3 )-( 1.5) involve four independent vari­
ables each and higher members of the hierarchy involve 
higher dimensions; in principle arbitrarily high ones. This 
would seem to indicate that the KP hierarchy, as well as 
other hierarchies, I provide integrable equations involving 
arbitrary numbers of independent variables. Moreover, this 
impression is given credence by the fact that limbo and 
Miwa I give a 1'-function solution to the entire KP hierarchy 
and it has the form of an N-soliton solution. 

Our aim is to point out that while the entire KP hierar­
chy, taken together, is integrable, 1 individual equations in 
the series, taken out of context, fail the usual integrability 
tests. More specifically we shall investigate the second equa­
tion in the hierarchy, namely (1.3), which we rewrite in 
more standard notation as 

wxxxy + 3wxy wx + 3wywxx + 2wyt - 3wxz = 0 (1.8) 

[we have put w = 2(a /ax) log l' and XI = x, X 2 =y, X3 = t, 
andx4 =z]. 

In Sec. II we perform a Painleve analysisll
-

13 of this 
equation. As a POE in four variables it does not pass the test. 
Hence the equation does not have the Painleve property and 
has solutions that are not single-valued functions in the 
neighborhood of their singularity surfaces. Such behavior is 
generally considered to be incompatible with integrabi­
lity.2, 11,12 On the other hand, we show that if a solution w of 
(1.8) also satisfies the KP equation (1.6) (asafunctionofx, 
y, and t) then it will have the Painleve property (in all four 
variables x, y, z, and t). 

This leads us to the concept of conditional integrability: 
Any given equation in the hierarchy must be considered to­
gether with the lower equations in the hierarchy: the com­
mon solutions of all these equations have the usual integrabi­
lity properties. 

In Sec. III we perform a second test. We consider soli­
tary wave solutions of Eq. (1.8) and ask whether they be­
have like solitons with respect to mutual interactions. In­
deed, solitary waves exist for numerous nonlinear POE's 
and two-solitary wave solutions exist for any equation that 
can be cast into Hirota's bilinear form. The existence of N-
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soliton solutions for N>3 is a quite nontrivial phenomenon 
that can be considered to be an indication of integrability. 14 

We show that solitary wave solutions of (1.8) can be com­
posed into three-soliton solutions only in the case when the 
obtained solution also solves the KP equation (1.6). Thus, 
the integrability condition is again satisfied in a conditional 
sense only. 

In Sec. IV we calculate the group of Lie symmetries of 
Eq. (1.8). While this group is infinite dimensional, its Lie 
algebra does not have the structure of a loop algebra, typical 
for integrable equations in 2 + 1 dimensions. Section V is 
devoted to conclusions. 

II. THE PAINLEVE ANALYSIS 

According to the "Painleve conjecture" due to 
Ablowitz, Ramani, and Segur 1 1 (ARS), whenever a system 
of partial differential equations is integrable by the inverse 
scattering method (or related linear techniques), all ordi­
nary differential equations, obtained from this POE by sym­
metry reduction, will have the Painleve property. This 
means that the only movable singularities (i.e., singularities 
depending on the initial conditions) of any solution of such a 
nonlinear OOE are poles (in the complex plane of the inde­
pendent variable). This in particular excludes movable sin­
gularities of the branch point type (in addition to essential 
singularities). A subsequent extension of the ARS approach 
by Weiss et 01.12 made it possible to bypass the symmetry 
reductions and deal directly with the POE itself. A singular­
itymanifold<p(zl, ... ,zn ) is introduced 12 in the complex space 
of the independent variables and a necessary condition for 
the POE to have the Painleve property is that an expression 
of the form 

(2.1) 

exists .for a ge~eral class of solutions of the POE (fitting 
essentially arbitrary Cauchy data). Here a must be an in­
teger, and the coefficients Ok are analytic functions of the 
independent variables in the neighborhood of the singularity 
surface <p = O. For an Nth-order POE the solution (2.1) 
must involve N arbitrary functions, namely <p and N - 1 of 
the coefficients Ok (the corresponding values of k are "re­
sonances,,).ll,12 An important improvement of this Painleve 
test is due to Kruskal 13 and consists of the requirement that 
the function <p (z 1""'Zn ) should be linear in one of the vari­
ables, say Zn , and that the coefficients ak should only depend 
on the remaining variables, i.e., 

<p = Zn + ¢(ZW .. ,zn _ I)' ak = Ok (Z\, .. ·,zn _ \ ) , (2.2) 

in (2.1). This Painleve test is completely algorithmic, has 
been applied to a host of POE's, and has proven to be a most 
successful integrability criterion. 

We now apply the Painleve test to Eq. (1.8) of the 
limbo-Miwa hierarchy. We write the solution w(x,y,z,t) in 
the form (2.1) with 

<p = x + ¢(y,t,z), a k = Ok (y,t,z) . (2.3) 

Substituting (2.3) into (1.8) and following the usual proce­
dure,11,12 we find 
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a = 1, ao=2. (2.4) 

The "resonances," Le., the values at which the recursion re­
lations obtained from (1.8) do not determine the functions 
ak' are found to be k = _. 1, 1, 4, and 6. The final step is to 
compute the coefficients a2' a3, and as from the recursion 
relation and to verify that the resonance conditions, Le., the 
compatibility conditions for the existence of the free func­
tions ai' a4, and a6, are verified. This is a tedious computa­
tion that is best performed by algebraic computations on a 
computer (we used REDUCE as a language). The result is 

a l (y,t,z) = free, 

a2 = ( - 2rp,rpy + 3rpz - 6a1,y )/I2rjJy , 

a3 = (2a 1•yy rpy - 2a1,yrpyy 

+ 2rp,yrpyy - rpyzrpy + rpyyrpz )/16rp~ , 

a4 = free. 

(2.5 ) 

The expression for as is too long to reproduce here (it is 
available from the authors on request). At the resonance 
k = 6 we obtain a condition which is not satisfied identically. 
Indeed the resonance condition here is 

R = - 2a1,yzrpyy + 2a 1,yyrpyZ + 2rp,yrpyzrpy 

- 2rp,zrpyyrpy - rp;z + rpyyrpzz = 0 . (2.6) 

We see that the condition R = 0 is an equation relating the 
functions a l Cy,t,z) and rpCy,t,z), rather than an identity. The 
conclusion is that Eq. (1.8), taken on its own, does not sa­
tisfy the Painleve criterion and is therefore presumably not 
integrable. 

Let us now consider Eq. (1.8) together with the preced­
ing equations in the hierarchy, which in this case is simply 
the KP equation (1.6) itself. The KP equation does not in­
volve the variable z, so we fix z = Zo and write a singular 
expansion for the solutions of the KP equation (which is 
well known to satisfy the Painleve requirement): 

1 00 - k 
w(x,y,zo,t) = ~ L bkrp , rpa k=O 

~ = X + ~(y,t,zo)' bk = bk (y,t,zo)' (2.7) 

As for Eq. (1.8), we find 

a = 1, bo = 2, 

and resonances at k = - 1, 1,4, and 6. We have 

b l = free, b2 =!~, - i~; . (2.8) 

In the spirit of "conditional integrability" of a nonlinear 
PDE, introduced in the Introduction, we now require that 
w(x,y, z, t) be a solution of the Jimbo-Miwa (JM) equation 
(1.8) and simultaneously, for z = Zo fixed, a solution of the 
KP equation. This means that we must have 

~Cy,t,zo) = ¢Cy,t,zo) and bk (y,t,zo) = ak Cy,t,zo) 

(2.9) 

for all values of k. In particular b2 = a2 implies 

rpz = 2a l ,y + 2rp,rpy - rp~ . (2.10) 

Using condition (2.10) we can show that a3 = b3; we 
thenchoosea4 = b4 (since both are free) and obtain as = bs. 
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At order k = 6 the compatibility condition for the KP equa­
tion is satisfied automatically (the KP is integrable). More­
over, the compatibility condition for the 1M equation (1.8) 
at k = 6 is now also satisfied, i.e., R = 0 in (2.6) is a conse­
quence of (2.10). 

We see that "conditional integrability" in the case at 
hand means that Eq. (1.8) satisfies the necessary conditions 
for the Painleve property only for a subclass of solutions. 
These are solutions for which the evolution of the singularity 
manifold rp in the z direction is determined by Eq. (2.10) for 
initial data given at some z = Zo by an arbitrary function of y 
and t. For integrability in the usual sense rp should be an 
arbitrary function of all three variablesy, t, and z. 

III. THREE-SOLITON SOLUTIONS 

We now tum to the integrability criterion related to "so­
liton" solutions. We are taking the attitude that solitary 
waves for a partial differential equation only deserve to be 
called solitions if N-soliton solutions exist for this equation 
for all values of N. Following Hirota 10 we look for the N­
s?liton solutions in the following way. We define the quanti­
ties 

1]j =kjx+ljy+mJ+njz U= 1,2, ... ), (3.1) 

where the sets of numbers (kjOlj,mjOn j ) satisfy the following 
dispersion relations: 

PKP (kj,l;,m j ) = k: + 31: - 4/jmj = 0 (3.2) 

for the KP equation ( 1.2) and 

PJM (kjOlj,mjOn j ) =- (k: + 2mj )Ij - 3kjnj = 0 (3.3) 

for the "1imbo-Miwa equation" (1.3). Using the variables 
1] j we define the following solutions. 

A. "One-soliton" solutions 

The form is 

1'= 1 +eTJ •• (3.4) 

This provides a solution of the KP equations ( 1.2) if (3.2) is 
satisfied (z is then a parameter that can be absorbed into the 
soliton phase). The function l' is a solution of Eq. (1.3) if 
(3.3) is satisfied and a common solution of both equations if 
( 3.2) and (3.3) hold simultaneously. 

B. "Two-soliton" solutions 

The form is 

l' = 1 + eTJ • + eTJ, +A I2eTJ • +'1', 

with 

(3.5) 

A 
_ P(k l - k2 ,/1 -/2,m l - m2,n l - n2 ) 

12 - (3.6) 
P(k l + k2 ,/1 + 12,m! + m2,n! + n2) . 

If Pin (3.6) is taken to be P KP and (3.2) is satisfied for 
both sets (kj,ljOm;) (i = 1,2), then rin (3.5) is a solution of 
the KP equation 0.2). Similarly, if Pis P JM and (3.3) is 
satisfied, then l' in (3.5) is a solution of the 1M equation 
(1.3) [whether (3.2) is satisfied or not]. Ifboth (3.2) and 
(3.3) are satisfied then the two expressions for A 12 coincide 
and l' is a common solution of the KP equation ( 1.2) and the 
1M equation (1.3). The common value of A 12 in this case is 
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c. "Three-soliton" solutions 

If a three-soliton solution exists in the Hirota formalism 
then its form must be 

T = 1 + e7l ' + e7l, + e7l' + A 12e7l , + 'I, + A 13e7l' + 71, 

+ A 23e7l, +71, +AI~I3A23e7l' +71,+71,. 

Moreover, (3.8) is a solution only if the quantity 

(3.8) 

Q = P(k l + k2 + k3, .. ·)AI~I3A23 + P(k l + k2 - k3,· .. )A12 

+ P(k l - k2 + k3,· .. )A23 + P( - kl + k2 + k3,· .. )A23 

(3.9) 

vanishes identically. 
IfPisPKP in (3.9) and (3.2) is satisfied for all three sets 

(ki'li'm;) (i = 1,2,3), then the quantity Q does indeed van­
ish. This is of course well known: the KP equation does have 
three-soliton solutions (and N-soliton solutions for any N). 

If, on the other hand, PiSP1M in (3.6) and (3.9) and we 
request only that (3.3) be satisfied for the three sets 
(k;,mi'n;,l;) (i = 1,2,3), then Q is not identically zero. We 
do not reproduce its value here (obtained by a REDUCE cal­
culation) since it is longer than this entire article. Thus, in 
general (3.8) is not a solution of the JM equations (1.3). 

Let us now require that (3.2) be satisfied, in addition to 
(3.3), and let Pbe P 1M in (3.9), as before. For AI2 we obtain 
the expression (3.7) (for both P KP and P 1M ). In this case we 
find that the quantity Q in (3.9) does vanish and hence T of 
(3.8) is a solution ofthe JM equation (1.3). This was to be 
expected: we simply reobtain the N-soliton solutions (for 
N = 3) obtained more generally by Jimbo and Miwa I for the 
entire KP hierarchy. 

The crucial point that we are making is that the vari­
ables TJ; for these N-soliton solutions must satisfy both (3.2) 
and (3.3). Solitary waves of the JM equation (1.3) [or 
equivalently ( 1.8) ] do not, in general, interact as solitons in 
collisions of three or more at a time. Thus, the criterion of the 
existence of multisoliton solutions again leads to the condi­
tional integrability of Eq. (1.3). Integrability in the usual 
(unconditional) sense would imply that all solitary wave 
solutions of the equation should interact like solitons in in­
teractions of arbitrary multiplicity. 

IV. THE SYMMETRY GROUP 

Standard algorithms exist for calculating the group of 
Lie symmetries of a differential equation, or system of equa­
tions. Here we consider the symmetry group in the most 
direct sense of the word, i.e., the group of point transforma­
tions 

x' = Ag(x,w), w' = Og(x,w), (4.1) 

such that w'(x') is a solution, whenever w(x) is one. 
The symmetry groups of the Kadomtsev-Petviashvili 

equation, IS the Davey-Stewartson equation, 16 and other in­
tegrable equations in 2 + 1 dimensions have recently been 
calculated. They are all infinite-dimensional and have a spe­
cific loop group structure. More specifically, the corre-
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sponding infinite-dimensional Lie algebras involve arbitrary 
functions of time t. When these are expanded into formal 
Laurent series we obtain a structure that can be identified 
with a subalgebra of an affine-type Kac-Moody algebra 
(with no central extension). IS 

Let us now tum to the Jimbo-Miwa equation (1.8). As 
usual ls

-
17 we look for a general element of the Lie algebra of 

the symmetry group in the form 

(4.2) 

where 5; and tP are functions of x, y, z, t, and w. The consid­
ered equation (1.8) is a fourth-order one; hence we need to 
construct the fourth prolongation of the vector field (4.2) 
and request that it annihilate the equation on the solution 
space: 

pr4 )v.a(x,w)Ib,(x,w) =0 = 0, (4.3) 

where a (x,w) is the right-hand side ofEq. (1.8). Applying a 
previously written MACSYMA packagel6 to the case of the 
Jimbo-Miwa equation (1.8), we obtain a system of25 sim­
ple first-order linear partial differential equations for the 
functions 5; and tP. Solving these determining equations we 
find that the symmetry algebra is infinite dimensional. It 
depends on five arbitrary constants, three arbitrary func­
tions of one variableiJ (z),J2(z), andg(t), and one function 
of two variables B (z,t). 

A basis for this Lie algebra is given by the operators 

PI = ax, P2 = ay , P3 = az ' P4 = at, 

DI = x ax + 2z az + 3t a" 

D2 =xax - 2yay + 3tat , 

X(/I) =11 (z)ay +~/; (z)tax 

- [!/i (z)x + ali' (z)ty]aw , (4.4) 

Y(J2) =/2(Z)ax -/2 (z)yaw , 12=1=0, 
Z(g) =g(t)ax +1g'(t)xaw ' g'=I=O, 

W(B) = B(z,t)aw 

(the prime indicates differentiation with respect to the argu­
ment). 

The algebra (4.4) can be integrated in a simple manner 
to provide the invariance group ofEq. (1.8). This can in tum 
be used to generate solutions, to perform symmetry reduc­
tion, etc. We see that all expected symmetries are present: 
the four translations P; (i = 1, ... ,4), two independent dila­
tions D I , D 2, Galilei transformations in the x direction for 
g(t) = t, "quasirotations" in thez-y plane for/l (z) = z, orin 
the z-x plane for J2 (z) = z, etc. The generator W(B) simply 
expresses the fact that an arbitrary function of z and t can be 
added to any solution. 

In any case, our purpose is not to solve Eq. (1.8), nor to 
analyze its symmetry group in detail. We wish simply to 
point out that the loop group structure that occurs for the 
KP equation and other integrable equations in more than 
1 + 1 dimensions is absent here. The reason is that the loop 
group structure requires the presence of terms of the type 
h(t)at + ... , or k(z)az + '" that are absent in the case under 
consideration. 
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v. CONCLUSIONS AND COMMENTS 

In summary let us reemphasize that the Painleve crite­
rion, the "multisoliton" criterion, and symmetry group con­
siderations all agree to suggest strongly that Eq. (1.8) is 
"conditionally" integrable, rather than integrable on its 
own. The integrability properties only manifest themselves 
in solutions w(x, y, Z, t) that for Z = Zo fixed are also solu­
tions of the KP equation (1.6). 

To show that this is not an isolated occurrence, we recall 
that a similar situation, conditional integrability, has been 
encountered earlier,18 but for two equations involving the 
same number of variables. In fact these equations' can be 
obtained from the same KP hierarchy by reductions. More 
specifically these are what Jimbo and Miwa call two-reduc­
tions: one considers a situation in which there is no depen­
dence on any of the even indexed variables. Starting from the 
KP equation ( 1.2) we obtain the Korteweg-de Vries (KdV) 
equation in Hirota form: 

[Dt -4DID3]1"1'=0, (5.1) 

while Eq. (1.5) reduces to 

(5.2) 

Conditional integrability in this case simply means that 
all the solutions of the integrable KdV equation (5.1) also 
provide solutions of (5.2). Thus, let us assume that some 
r=:1' 0 is a solution of the KdV equation (5.1). Substituting 
into (5.2) we obtain 

[D~ +4Dt D3-32Dn1'o'1'O=g(X3)ro, (5.3) 

whereg(x3 ) is some function ofx3 only. Moreover, G(x3)1'o 
will be a solution of (5.1) for any function G(x3 ). Substitut­
ing G(x3 )1'o into (5.2) we obtain 

-64(lnG)" +g=O. (5.4) 

Hence, choosing G(X3) so as to satisfy (5.4) we obtain a 
function l' = G(X3)1'O satisfying both (5.1) and (5.2). 

As was argued earlier/8 Eq. (5.2) is presumably not 
integrable as it stands since (i) it does not have the Painleve 
property; and (ii) in general its solitary waves cannot be 
combined to provide three-soliton solutions. 

Indeed, the only equations of the form 

(AD~ +ILD~ D3 + vD~ )(1"1') = 0 (5.5) 

that satisfy both of the above criteria have either A = 0, or 
AV= -IL2/5, while in (5.2) wehaveAv= - 2J.t2. 

The situation with three-soliton solutions of (5.2) was 
analyzed in detail in the Appendix of Ref. 18. In a nutshell, 
this equation, being second order in time, has two types of 
solitary wave solutions. The first type also satisfies the KdV. 
These solitary waves behave like solitons and provide N­
soliton solutions for any N. The second type of solitary wave 
has a different dispersion relation and these waves do not 
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behave like solitons in collisions of three or more waves. 
As a final comment we mention that for integrable equa­

tions in the usual sense, linear techniques provide large 
classes of solutions, e.g., all solutions decaying sufficiently 
rapidly at infinity, or all solutions satisfying certain quasi­
periodicity solutions. For conditionally integrable equa­
tions, considered on their own, only a small subclass of solu-

. tions is obtained. Indeed the condition (2.10) for the 
singularity surface, or (3.2) together with (3.3) for the soli­
tary wave parameters for the JM equation (1.8), are very 
serious restrictions and are certainly not satisfied by a gen­
eric solution. We conclude that the problem of the existence 
of genuinely integrable scalar equations in more than 2 + 1 
dimensions remains open. 
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Prolongation structures of the sin~ordon equation, the Ernst equation, and the chiral model 
are systematically discussed. It is shown that the prolongation structures generate the Kac­
Moody algebra for the sin~ordon equation and another type of infinite-<iimensional algebra 
for the Ernst equation. This algebra includes the Kac-Moody algebra and the Virasoro algebra 
as its subalgebra. 

I. INTRODUCTION 

As is well known, completely integrable models in two­
dimensional space-time have common features. They have 
the Backlund transformations, an infinite number of con­
served quantities, and the Lax pairs. They can be solved by 
the inverse scattering method or the Riemann-Hilbert trans­
formations. There are the Kac-Moody algebras associated 
with these integrable models. 

In this paper we will discuss another common feature of 
integrable models called the prolongation structure. l

-4 It 
will be shown that the structure plays important roles in 
obtaining the Backlund transformations and the Lax pairs, 
and that it reveals infinite-<iimensional algebras that these 
models have implicitly. 

As an introduction to the prolongation structure of the 
nonlinear equation we will consider the Backlund transfor­
mation and the Lax pair of the sine-Gordon equation. We 
know that the Backlund transformation of the sine-Gordon 
equation is given by 

ast/J' = - ast/J - U sin !(t/J - t/J') , 

a."t/J' = a."t/J + (2!A,)sin !(t/J + t/J') , 
(1.1 ) 

where A, is an arbitrary constant. Now we will define a pseu­
dopotential q by 

q = tan [ (t/J + t/J')/4] , ( 1.2) 

then it can be shown that q satisfies the Riccati-type differen­
tial equations 

asq = A, cos t/J q + (A, /2)sin t/J(q2 - 1) , 

a."q = ~."t/J(q2 + 1) + (1!A,)q, 

and that (1.1) can be rewritten in terms of q as 

ast/J' = -ast/J + [U/(q2 + 1)] 

( 1.3) 

X{2q cos t/J + (i-l)sint/J}' (1.4) 

a."t/J' = a."t/J + (4/A,)q/(i + 1) . 

Next we will express q in terms of two functions tfJI and 

( 1.5) 

then we have a linear auxiliary equation (the Lax pair) 

a tfJ =!:..[ cos t/J 
s 2 -sint/J 

1 [ 1!A, 
a."tfJ=T -a."t/J 

where tfJ = (~) . 

- sin t/J]tfJ, 
-cost/J 

a."t/J ] 
- 1!A, tfJ, 

(1.6) 

Thus we pan see that the pseudopotential plays an im­
portant role in the discussions of the Backlund transforma­
tions and the Lax pair. In this point of view it is valuable to 
find a pseudopotential for a nonlinear equation. This prob­
lem to obtain a differential equation for a pseudopotential 
can be formulated in the method of the prolongation. 

In the next section we will discuss the prolongation 
structure of the sine-Gordon equation and show that it gives 
an infinite-<iimensional algebra associated with the sine­
Gordon equation as well as the Riccati-type equation (1.3). 

In Sees. III and IV prolongation structures of the Ernst 
equation and the chiral model are discussed. 

II. SINE-GORDON EQUATION 

The field equation of the sine-Gordon equation is given 
in terms of two-forms al (i = 1,2): 

a l =dt/JAdt -1Td"1Adt, 
(2.1) 

For the systems of two-forms (2.1) we will assume that pro­
longation forms can be given by one-forms 0 1 

(i = 1,2, ... ,p), 

Oi = - dqi +F1(1T,t/J,q)d"1 + Gi(1T,t/J,q)dt, (2.2) 

where p can be deterttlined later, and Fi and G i are functions 
offield variablest/J,1T and the newly introduced pseudopoten­
tials qi. 

From the integrability condition of qi, which can be ex­
pressed as 

(2.3) 

where I( .o,a) is an ideal generated by the set {a'l and {.of} , 
we have differential equations for FI and G 1 

jJfJFi=O, a1TG i =O, 
(2.4) 

Gj ajF1-Fj ajGi + sint/J~ FI_1TjJfJ G i = O. 
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In (2.4) ai = a laq]" By solving these equations we find4 

Fi=X~+X~rr, Gi=Y~sin;+Y~cos;, (2.5) 

where X~ and Y~ (0 = 0,1) are functions of qi only, and 
they are assumed to satisfy the following equations: 

X i a yi yj a i i j a i j a i o j 0 - 0 jX 0 = X I , X 0 j Y I - Yo JX 0 = ° , 
i a yi i a' . X I j 0 - Yo jXj = Y'I , (2.6) 

X~ aiY~ - Y~ aix~ = - Yo' 

From (2.6) we can see that vector fields in a q-space (a 
prolongation space) Xa and Ya defined by 

I a . a 
Xa = X a (q) aqi' Ya = Y~ (q) at! ' (2.7) 

satisfy the following commutator products (see Appendix 
A): 

[XO, Yo] = XI' (XO, Y.J = ° , 
[XI' Yo] = YI, [XI' YI ] = - Yo . 

(2.8) 

Thus we find that the set of vectors {Xa , Ya } generates an 
incomplete set of commutator products, because [XO,xI] 
and [Yo, YI ] are not given yet. 

In order to constitute a Lie algebra from (2.8) it can be 
shown that there are two ways. In the first course we will 
show that the set of commutator products (2.8) can be 
closed with finite number of vectors Xa and Ya (0 = 0,1), 
and that they generate a finite-dimensional Lie algebra. In 
the second, on the other hand, we find that there appears an 
infinite-dimensional algebra and that (2.8) can be included 
in the set of commutator products of the elements. In the 
following we will consider both cases and will give explicit 
representations of the algebras in the prolongation space. 

A. Flnlte-dlmenslonal algebra 

We will define vector fields X 2 and Y2 by 

X2 = [XO, X.J, Y2 = [Yo, Y.] , (2.9) 

then from the Jacobi identity it can be shown that X 2 and Y2 

satisfy commutator products 

[X2, YI ] = - XI> [X2, Yo] = 0, 

[Y2, Xd = 0, [X2, Y2] = YI . 

[Y2,XO]=YO' 

(2.10) 

Now we will assume that X 2 and Y2 are given by linear com­
binations of Xo, XI' Yo, and YI • The coefficients of the linear 
combinations can be determined so that X 2 and Y2 satisfy the 
above commutator products (2.9) and (2.10). Thus we find 

X2=(1IA 2)yo, Y2 = -A 2X I , (2.11) 

where A is an arbitrary parameter. With these results we 
have the Lie algebra of X a , Ya (0 = 1,2); 

[XO, Yo] = Xl' [XO, Y.J = 0, [XO, X.J = (11 A 2) Yo, 

[XI' Yo] = YI, [XI' Y.J = - Yo, [Yo, Y.J = - A 2XI . 
(2.12) 

In this algebra the vector C defined by C = A 2Xo - YI com­
mutes with all elements X a , Ya • 

This finite-dimensional algebra can be shown to have a 
nonlinear representation in a one-dimensional prolongation 
space 
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X l a X 12 a 
o=;:qaq' I =2:(q + l)aq' 

y. A2 a 1a o=-(q -1)-, YI =/I,q-, 
2 aq aq 

(2.13) 

and C = 0. In this case F and G have only one component, 
respectively, and are written as 

F= (1IA)q+!(q2+ l)rr, 

G = (A 12)(q2 - l)sin; + Aq cos;. 
(2.14 ) 

Then we find that the pseudopotential q satisfy the Riccati­
type equations 

a."q = (l/A)q + ~ rr(q2 + 1) , (2.15 ) 
asq = Aq cos; + (A 12)(q2 - 1) sin ; , 

which have the same forms as ( 1.3). As shown already we 
can give the Backlund transformations in terms of q (1.4). 

B. Inflnlte-dlmenslonal algebra 

Now we will discuss the second case and will assume 
that X2 and Y2 are linearly independent from Xo, XI' Yo, and 
Y I • Then we have an extended set of vectors that has six 
elements X a , Ya (0 = 0,1,2). The commutator products of 
this set, however, are still incomplete since [XO, X 2], [X., 
X2], [Yo, Y2],and [YI, Y2] are not determined. Here we will 
again assume that these commutator products give new in­
dependent vectors and we find another incomplete set of 
commutator products. This procedure makes an infinite 
number of series and presents an infinite number of vectors 
as well as their commutator products. 

It can be shown that these vectors generate the Kac­
Moody algebra (A \ I) type), and that the algebra can be rep-

(i) 

resented in terms of infinite number of vectors T a 

(0 = 1,2,3, i = 0, ± 1, ± 2, ... , ± 00) in the infinite-dimen­
sional prolongation space (see Appendix A). With this rep­
resentation the vector fields Xo, XI' Yo, and YI are found to 
be given by some elements of the algebra: 

(1) (0) ( - I) ( - I) 

Xo = T l' XI = - iT3' Yo = - T2 , YI = TI . 

(2.16) 

Then we can see that components ofF and G have the follow­
ing forms: 

F~ =! q\i+ I) + (rr/2)qii) , 

Fi = - ! qii+ I) - (rr/2)qil) , 

G~ = -!qil-I)sin;+!q\i-I)cos;, 

Gi = - ~ q\I-I) sin; -! qii-I) cos;, 

and that pseudopotentials satisfy equations given by 
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[q\j)] 1 
a'11 q~i) ='2 [~ ~ 1] 

[q\j+ I)] 
q~i+ I) 

+ [~1 ~] [ q\i)] (2.18 ) 
(I) , 

q2 

[q\j)] 1 
as q~i) ='2 

[ cos; 
- sin; 

-sin;] 
- cos; 

[ q\I-I)] 
q~j-I) . 

These results show that there is the infinite-dimensional al­
gebra associated with the prolongation structure of the sine­
Gordon equation, which guarantees the existence of the infi­
nite number of pseudopotentials. 

Next we will introduce a parameter-dependent potential 
tP(A.) by 

(2.19) 

Then it can be shown that tP(A.) satisfies the linear auxiliary 
equation (1.6) of the sine-Gordon equation. 

In the above discussions we showed that the prolonga­
tion structure of the sine-Gordon equation provides the fin­
ite-dimensional algebra as well as the infinite-dimensional 
Lie algebra. We also showed that the former algebra gave the 
pseudopotential of the Backlund transformations and that 
the latter algebra indicated the existence of the linear auxil­
iary equations. 

III. ERNST'S EQUATION 

The field equation is given by 

(a; + a: -+- (1/ p)ap)E = (1/T) (apE apE + azE azE) , 
(3.1 ) 

where E is the Ernst potential and 2T = E + E *. In terms of 
complex variables Xl = P - iz, x 2 = P + iz, this equation 
can be rewritten as 

al a~ = - (l/4p)(aIE + a2E) + (1/T)aIE a2E. (3.2) 

We will define new fields a j • bj (i = 1,2) by 

a j = (I!2T)aj E, bi = (I!2T)aiE*, (3.3) 

then we find that these fields satisfy first-order di1ferential 
equations 

ala2 = (a l - b l )a2 - (l/4p)(al + a2 ) , 

a2al = (a2 - b2)al - (l/4p)(al + a2) , 

a lb2 = (bl - al )b2 - (l/4p)(bl + b2) , 

a2bl = (b2 - a2)bl - (1/4 p) (b l + b2) . 

(3.4) 

Conversely it can be shown that if a;o bi satisfy the above 
equations we can obtain E, which satisfies Ernst's equation. 

Equations for a j and bi are written in terms of two-forms 
as 
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a l = dal/\dx l + {a l (a2 -b2) 

- (1/4p)(a l + a2)}dxl/\dx2, 

a2 = da2 /\dx2 + {a2(a l - bl ) 

- (l/4p)(al +a2 )}dx2 /\dx l
, 

/31 = dbl /\ dx l + {bl (a2 - b2) 

+ (1/4p)(b l +b2)}dx2/\dx l , 

/32=db2/\dx2+{b2(al-bl) 

+ (1/4p)(b l + b2)}dxl /\dx2. 

As before we will define the prolongation form 0 1
, 

Oi = _ dqi + Fi dx l + G i dx2 , 

(3.5) 

(3.6) 

then we can obtain prolongation structures for Ernst's equa­
tionS 

Fi =X~al +X;bl +X~,' 
(3.7) 

G i = Y~a2 + Y;b2 + Y~. 
where X ~, Y ~ (a = 0,1,2) are, in general, functions of inde­
pendent variables x I, x2 as well as pseudopotentials. In this 
case vector fieldsXa , Ya , components of which are given by 
X ~, Y ~, 'satisfy an incomplete set of commutator products 

[Xo, Yo] = Xo - Yo. [XI' Yo] = - XI + Yo , 

[Xo, YI ] = -Xo + Yl> [Xl> YI ] =XI - YI • 
and 

[X2, Yo] = - (1/4 P )(Xo - Yo) - al Yo, 

[X2, Yd = - (1/4p)(XI - YI ) -alyl , 

(3.8) 

[Xo, Y2 ] = - (1/4p)(Xo- Yo) +a~o, (3.9) 

[XI' Y2] = - (1/4p)(XI - YI) +a~I' 
[X2, Y2 ] = a~2 - al Y2 • 

Now we will look for the Lie algebras associated with 
the sets of commutator products (3.8) and (3.9). 

A. Flnlte-dlmenelonal algebra 

Vector fields X3 and Y3 defined by 

X3 = [Xo>Xd, Y3 = [Yo> Yd • (3.10) 

are assumed to be given in the linear combinations of Xa , Ya 

(a = 0,1) and are found to be 

X3= _,,2(yo -YI), Y3= _,,-2(XO -XI ). (3.11) 

Here the coefficient" remains to be undetermined. From 
(3.8) and (3.11) we see that vector fields Xa and Ya 
(a = 0,1) generate a closed algebra and it can be shown that 
in the one-dimensional prolongation space they have their 
representations of the form 

(3.12) 

From (3.9) and (3.12) we see thatX2 = 0 and Y2 = 0 and 
that" is not a constant parameter, but it satisfies 

Minoru Omote 2855 



                                                                                                                                    

al~= (~/4p)(~2-1), a~= 0/4p~)(~2-1). 
(3.13) 

These representations of Xa and Ya give the Riccati-type 
equations of the pseudopotential q 

alq = - q( 1 + ~q)al + (q + ~)bl , 

a2q = - qO + ~ -lq )a2 + (q + ~ -1)b2· 
(3.14) 

On the other hand, we know that the Backlund transforma­
tion of the Ernst equation is given by6 

a; =_1_{0_ ~2)(02 + 1) + ~20 
20 

+ 0-!-2)(0-1) 0 2+2 1 +~2 0+ l}a 
~ 1_~2 I 

+ 0-~2) (0-1 + 102+2 1 +~2 0+ 1) 
SpO V 1_~2 ' 

a2 = -\-{O- ~2)(02 + 1) 
~O 

+2O+(1-~2)(0+1) 02+21+~2 O+I}az 
1_~2 

_ 1_~2 (0+ 1 + 10 2+2 1 +~2 0+ 1) 
SpO~2 V 1_~2 ' 

(3.15) 

where 0= (ilp)TT'. We will introduce q by, 

o = (~2 - 1) -I(q +~)( 1 + ~q)q-I, which can be shown 
to satisfy (3.14), then we can rewrite the Backlund transfor­
mation in the forms.7 

a; =- q(1 +~q) a
l 
+_I_qO-~2) , 

q+~ 4p q+~ 
(3.16) 

q(1 + ~ -Iq) 1 qO _ ~2) 
a2 - - • 

q + ~ -I 4 P ~O + ~q) 
a2 = -

B. Intlnlte-dlmenalonal algebra 

By repeating the same procedure in the previous section 
we can show that (3.S) and (3.9) belong to the coupled 

(m) (m) 

Kac-Moody and Virasoro algebra of Ta and D (see Ap-

pendix A) and the Xa and Ya are expressed by 

Xo = (T~-I) + T~O», XI = (T~-I) - T~O» , 

X 2 = - 0/4p)(D( -2) -D (0» , 

Yo = (T~) + TjO», YI = (T<.!) _ TjO» , 

Y2 = - (l/4p)(D(0) _D(2». 

(3.17) 

These representations indicate that there are an infinite 
number of pseudopotentials that satisfy the following differ­
ential equations: 

dq\n) = ~{(q\n - I) + iqln) _ iqln - I)a I + (q\n - I) - iqln) + iqln - I) )bl}dxl 

+ ~ {(q\n+ I) + iqln) _ iqln+ 1»a2 + (q\n+ I) _ iq1n) + iqln+ 1»b2}dx2 

- (1I4p){(n - 2)q\n-2) - nq\n)}dxl - (1I4p){nq\n) - (n + 2)q\n+2)}dx2 , 

dqln) = ~{ - (q1n - I) + iq\n) + iq\n - I) )al + ( _ qln - I) + iq\n) + iq\n - I»bl}dxl 

+ ~{_ (qln+ I) + iq\n) + iq\n+ l)a2 + ( _ q1n+ I) + iq\n) + iq\n+ 1»b2}dx2 

- 0/4p){(n - 2)q1n -2) - nq1n)}dx I 0/4p){nq1n) - (n + 2)q1n+ 2)}dx2 . 

(3.1S) 

In this case it can be seen that (3.1S) cannot be summed up in terms of the parameter-dependent potential t/J(A,), since in 
the right-hand side of (3.1S) we have terms with coefficients depending on n. However we will consider another kind of 
potential t/J(~) 

[t/JI(~)]= f ~n[q;::], 
t/J2(~) n = - 00 q2 

( 3.19) 

where ~ is a function of independent variables, then 

(3.20) 
n = - 00 n = - QO 

In (3.20) d~ can be determined so that the second term of the right-hand side cancels the n-dependent terms in (3.1S). Thus 
we find (3.13) again. From (3.1S) and (3.20) we obtain a linear auxiliary equation for the Ernst equation 

dt/J= [ (~/2)(al +b l ) (i/2)(1-,)(a l -bl )]t/Jdxl 
- (i/2) (1 +~)(al-bl) - (~/2)(al +bl) 

[ 
(' -1/2) (a2 + b2 ) 

+ - (i/2) (1 +, -1)(a2 - b2 ) 
(3.21 ) 

which was found before. 7 
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IV. CHIRAL MODEL 

A field equation of the chiral model is given by 

whereg is a rXr matrix field with detg = 1. We will define 
new matrices A and B as 

A=g-Iaxg, B=g-Iayg, (4.2) 

where Tr A = Tr B = 0, then we find these matrices satisfy 
first-order field equations 

ayA =!(AB-BA) , 

axB= -!(AB-BA). 
(4.3) 

These field equations are rewritten in terms of rxr matrix 
valued two-forms and 

a = dA Adx + !(AB - BA)dx Ady, 

fJ=dBAdy +!(AB -BA)dxAdy. 
(4.4) 

As in the previous sections we assume that prolongation 
forms are given by 

Oi= -dqi+Fidx+Gidy, (4.5) 

where Fi and G I are functions of qi, A, and B. Then we have 

V(AQb)Gi=O, V(BQb)Fi=O, 

Gla.Fi - Fi a.G i (4.6) 
J J 

+ !{V(A Qb )Fi + V(BQb)G'}(AB -BA)Q = 0, 

where 

V(AQ )Fi = (aFi _1. ~ .aF
i 

8b). 
b aAQ b r ~ aAc C Q 

From (4.6) we have the prolongation structure 

(4.7) 

and 

[XQb, ycd ] = !8Q
d (X + Y)cb - ! 8c

b (X + Y)Qd , 
(4.8) 

where XQb and yQb are vector fields in the prolongation 
space and are defined by 

Y Q _ YQ.i a 
b- b-.· 

aq' 
(4.9) 

In order to have explicit forms of vector fields X and Y 
we will discuss both possibilities of a finite-dimensional alge­
bra and an infinite-dimensional algebra that include ( 4. 8) in 
commutator products of their elements. 

A. Flnlte-dlmenslonal algebra 

We will assume that commutator products [XQ b' X cd ] 
and [yQ b' yc d ] can be expressed in terms oflinear combi­
nations of XQb and yQb. Then the Jacobi identities deter­
mine coefficients of the linear combinations and we find 
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[XQb, XCd] =!(~dXCb -8CbXQd) 

+ (A. 2/2)(8Q
dycb -8c

byQd) , 

[yQb, ycd ] = (lIU2)(8QdXCb -8C
bXQd) 

+!(8Q
dycb -8c

byQd ) , 

(4.10) 

where A. is an arbitrary parameter. Equations (4.8) and 
(4.10) indicate that vector fields XQb and yQb generate fin­
ite-dimensional algebras, which have parameter-dependent 
structure constants. It can be shown that representations of 
X

Q 
band yQ b are given by 

XQb = I {qadqcb + ¢b8ad 
2(fJ + 1) 

- (2{J+ 1)~d~b +8
Q
d8C

b}_a_, 
a¢ d 

ya 1 {~c if ~ b = 2(fJ _ 1) dq b - b d 

- (2{J - 1)qa
d8c

b + 8ac8db}~' 
aifd 

(4.11) 

where fJ = (1 +A.2)/(1_A.2). From (4.5), (4.7), (4.9), 
and (4.11) we have 

d~b = [1I2(fJ+ 1)]{~cACdqdb +~cAcb 

- (2{J+ 1)A acqcb +Aab}dx 

+ [1I2(fJ-l)]{qacBcdqdb 

-qacB c
b - (2{J-1)B a

c¢b + Bab}dy , 
( 4.12) 

which was obtained before,8 and it can be shown that the 
Backlund transformation can be expressed in terms of ~ b' 

B. Inftnlte-dlmenslonal algebra 

We can show that an infinite-dimensional algebra asso­
ciated with the prolongation structure of the chiral model is 
given by 

(4.13) 

(m) 

coefficients. It can be shown that the vector fields M a band 
(m) 

Nab are represented in the prolongation space as follows 

(see Appendix B): 
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(m) 00 k-m-I(k-l-l) " a M"b = (_2)m+1 ~ ~ £.. £.. ql -b' 
k= -00 1= -00 m aqk 

00 k-m-I(k 1 1) a x L L - - (-I)k-I qt-b
· 

k= -00 1= -00 m aqk 
(4.14) 

SinceX"b and Y"b are given by 
(0) (0) 

X"b= -!Ma
b, Y"b= -!N"b' (4.15 ) 

we have 
00 k-I a 00 k-I a 

xab = L L q/-=lfb L L q/-, 
k= - 00 1= - 00 i1t/k 1= - 00 1= - 00 iJttk 

Y"b = f kit (_I)k-lqla~ 
k= -00 1= -00 aqk 

and 

=8C
b f kit (_l)k-Iqt~, 

k= -00 1= -00 iJqk 

k-I 

Fka=(xcbh"Abc= L q/A"b' 
1= - 00 

k-I 

Gk" = (YCb h "Bbc = L (- l)k-Iq/B"b . 
1= - 00 

(4.16) 

( 4.17) 

With this representation we see that an infinite number of 
pseudopotentials satisfy 

k-I k-I 

dqk"=A\ L q/dx+B"b L (-I)k-Iq/dy. 
1= -00 1=-00 

(4.18 ) 

Now we will introduce a parameter-dependent potential 
tf'(it) by 

00 

tf'(it) = L (it)k qk'" (4.19) 
A= - 00 

then we obtain a linear auxiliary equation for the chiral mod­
el9 

dl/J = [it /(1 - it) ]Al/J dx - [it /(1 + it) ]Bt/1 dy . (4.20) 

V. CONCLUSIONS 

In the previous sections we have shown that the prolon­
gation structures of the sine-Gordon equation, the Ernst 
equation, and the chiral model give incomplete sets of comu­
tator products of vector fields in the prolongation space. It 
was found that there were two ways of constructing the Lie 
algebras that include these sets of commutator products. In 
the first way we found finite-dimensional algebras that have 
bilinear representations of vector fields in the prolongation 
spaces. From these representations we obtained the Riccati­
type equations of pseudopotentials for the Backlund trans­
formations. 

In the second way there appeared infinite-dimensional 
algebras associated with the nonlinear equations. It was 
shown that the linear representations of these algebras gave 
the linear auxiliary equations. 
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Then we can summarize the above-mentioned results of 
the prolongation structure as follows: 

nonlinear equation 

t 
prolongation structure 

I 

fl . -d. t. I mte Imenslona . fl·}'· . I In mt~lDlenSIOna 

-I ~l 
the Lax pair 

l 
tire Rl<xati l~tion 

the Backlund transformation inverse scattering problem. 

Here we have to notice that the Ernst equation has the new 
kind of infinite-dimensional algebra that includes the Kac­
Moody algebra and the Virasoro algebra as its subalgebra, 
and that the x-dependent spectral function '(x) comes from 
the appearance of the Virasoro algebra. 

In this paper we have discussed only nonlinear equa­
tions in two-dimensional space-time. However, I think that 
our method of the prolongation structure can be generalized 
to be applicable to higher-dimensional nonlinear equa­
tions. '0- '2 
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APPENDIX A: THE KAc-MOODY AND THE VIRASORO 
ALGEBRA 

We will consider a set of vector fields V" in a prolonga­
tion space. These vector fields V" are written as 

a 
V" = v~m)(q) aqm ' (Al) 

and their commutator products are defined by 

[V"' Vb] = (v~n) an v~m) - v~n) an v~m»~, (A2) 
aqm 

where an = a /aqn. With the definition of the commutator 
product (A2) the set of vector fields {V,,} can be shown to 
be a Lie algebra. The functions v~m)(q) are called compo­
nentsof V". 

Now we will discuss a Lie algebra of vector fields in an 
infinite-dimensional prolongation space that has coordinate 
variables {q~m); i = 1,2, ... ,r, m = 0 ± 1, ± 2 ... , ± oo}. 

(m) 

These vector fields {A ij} are assumed to have the following 

forms: 
(m) 00 a 
A ij = L q(n+m) -- (A3) 

n = - 00 I iJq;n) . 

It can be shown that they satisfy commutator products 

[

(m) (n)] 
A ij' A kl -8 kA (n+m) -8 A (m+n) - j il II kj • (A4) 
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(m) 

This fact indicates that the set of vector fields {A ij} consti-

tute an infinite-dimensional graded algebra. 
In the following we will consider a duplicated infinite­

dimensional prolongation space {q:m), i = 1,2, m = 0, 
(m) 

± 1, ... , ± oo} and define a set of vector fields T" 

(a = 1,2,3, m = 0, ± 1, ... , ± 00) that are linear combina­
(m) 

tions of A ij: 

(;.) =..!.. ~ {q(n + m) _a _ _ q(n + m) _a_} , 
I 2 ~ I !I (n) 2 !I (n) n=-oo dql uq2 

(;.) =..!.. ~ {q(n+m) _a_+q(n+m) _a_}, (AS) 
2 2 ~ 2. !I (n) I !I (n) n= - 00 dql dq2 

(;.) =~ ~ {q(n+m)_a __ q(n+m)_a_}. 
3 2 ~ 2 !I (n) I !I (n) n= - 00 dql dq2 

(m) 

It can be easily shown that T i satisfies commutator prod-

ucts 

[
em) (n)] (m + n) 
T i' T j =iEijk Tk , (A6) 

where Eijk is a completely antisymmetric structure constant 
(m) (m) (m) 

and E 123 = 1. If we define vectors T ± = T I ± i T 2' then 

they satisfy commutator brackets 

[
em) (n) ] (m + n) [em) (n)] (m + n) 
T 3' T ± = T ±' T +' T _ = 2 T 3' 

(A7) 

(m) 

Next we will define new vectors D 

(m = 0, ± 1, ... , ± 00) by 

(0 = ~ (n +m){q(n+m) _a_+q(n+m)_a_} , 
n =~ 00 I aqln) 2 aqin) 

(AS) 

then we find that they satisfy 

[
em) (n)] (m + n) 
D, Ti =n T i' 

[
' (m) (II)] (m+II) 
D, D =(n-m) D . 

(A9) 

The commutator products (A6) and (A9) show that both 
(m) (m) (II) 

sets of vectors { T i} and {T i' D} constitute the Kac-

Moody algebra and the coupled Kac-Moody and Virasoro 
algebra. In Sees. II and III we have used the representations 

(m) (m) 

of vectors T i and D given by (AS) and (AS). 

APPENDIX B: ALGEBRA OF CHIRAL MODEL 

(m) 

(m) 

In this appendix we will show that vector fields M" b, 

N "b given by (4.14) satisfy commutator products (4.13). 

From the definitions we have 
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x i: k-2
i

m-II k-/i2-II(s)(k - / - 2 -s) 
k= -00 1= -co $:-m m n 

00 k-2-m-II 
= ( - 2)m+n+2 L 

k= - 00 

L ( - I)k-I 
1= - 00 

X k-/i 2-11 (S)(k - / - 2 -s) 
>-m m n 

00 k-2-m-II 
= - (_2)m+II+2 L L (_I)k-I 

k= - 00 1-= -00 

k - 1- 2 - II (s )(k - / - 2 - s) 
X L (-I» 

s=m m n 

(BI) 

(m) (m) 

which show that traces of M" band N" b commute with all 
vectors. Since 

k -ti 2 - II (S )(k - / - 2 - s) = ( k - / - 1 ) , 
s=m m n m+n+l 

the first two commutator products of (B 1) become 

(B2) 

In order to show the last equation of ( 4.13) we will use 
relations 

(m+ I)" 1 { [(1'1)" (0) c] " (m+ I)} 
M b=-LMc,Mb+l5bT, M , 

r c 

(m + I)" 1 { [(m)" (0) c ] " (m + Il} 
N b =- L N c' N b +15 bT, N , 

r c 

(B3) 

which can be obtained from (B2). Now we will consider the 

[
em) (0)] 

commutator product M" b, N cd , and show by the math-

ematical induction that this commutator product can be giv­
en by 

(0) (0) 

+ (~bN"d -lS"dNCb)' (B4) 

From (B I) it can be shown that for m = ° (B4) is satisfied. 
By using (B3) we have 
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[

(m+ 1) 

M a
b

, 
(0)] 1 [[ (m) (0)] (Ol ] 
N C

d =-L Mae' Meb ,N c
d 

r Ii 

_ 1 {[ [(Ol e (Ol c] (ml a ] - - - L M b, N d , M e 
r e 

+ [[N\, Mae], M\]), (BS) 

where we used the Jacobi identity and used the fact that Tr M 
commutes with all vectors M and N. Assuming (B4 ) in (BS) 
we can obtain 

(Ol (Ol 
+ (/jcbNab - {jQdNCb) . (B6) 

Thus we have shown that (B4) is satisfied by an arbitrary m. 
Now we will proceed to show the last equation of ( 4.1S) 

by the mathematical induction again. From the above dis­
cussions we know that it can be satisfied for n = O. By using 
similar arguments used in proving (B6) we can show 

[

(ml (n+1l] 
Mab , N Cd 

2860 

1 [(mla [(nlc (Ole]] 
=-L M b' N e' N d 

r e 

1 {[(nlc [(Ole (mla]] 
= - - L N e' N d' M b 

r e 
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(ml 
This shows that (4.13) can be satisfied for every M a band 
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On a new hierarchy of nonlinear evolution equations containing the 
Pohlmeyer-Lund-Regge equation 
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A hierarchy of local nonlinear evolution equations associated with a new spectral problem is 
derived. It is shown that each equation is Hamiltonian and that their fluxes commute and a local 
infinite set of conserved densities is given. An interesting reduction is considered. In this case a 
hierarchy of local nonlinear evolution equations is generated by a recursion operator and its 
explicit inverse. Also this hierarchy satisfies a canonical geometrical scheme. It contains as a 
special case the Pohlmeyer-Lund-Regge equation. 

I. INTRODUCTION 

Among the nonlinear evolution equations (NLEE's) 
solved by the method of the inverse spectral transform 
(1ST), 1 there are two relativistic covariant equations, which 
seem to have a great interest in many physical problems: the 
well-known sine-Gordon (SG) equation2 and the Pohl­
meyer-Lund-Regge (PLR) equation.3.4·5 

The PLR equation, which is a generalization of the SG 
equation and shows soliton soutions,4,5 arises in a relativistic 
theory of vortex motion in a superfluid (like He 11)4 and in 
the related theory of dual strings interacting through a scalar 
field.6 It seems also to be very interesting in general relativi­
ty 7 and it appears in the one-space-dimensional version of 
the 0 ( 4) nonlinear CT model. 3,8 

In general, the NLEE's appear as members of an infinite 
hierarchy of partial differential equations generated by an 
integrodifferential operator, the so-called recursion opera­
tor, which is associated with an eigenvalue problem. 

In this paper we have succeeded in finding the hierarchy 
containing the PLR equation in the laboratory coordinates. 

Following the AKNS method,9 we introduce the princi­
pal spectral problem 

'I' x = (}\II, U = U(x,t;A), ( 1.1 ) 

and the auxiliary spectral problem 

'l't = V\I1, V= V(x,t;A). (1.2) 

The compatibility condition 'I' xt = 'l'tx gives the so­
called Lax representation 

U, - Vx + [U, V] = 0 ( 1.3) 

for the NLEE's that we are interested in. In general U and V 
are matrix operators, and 'I' is a fundamental matrix solution 
of the spectral problems. One can obtain a hierarchy of equa­
tions related to the potential operator U, choosing different 
V's. 

a) On leave of absence from Dipartimento di Fisica dell' Universita, 73100 
Leece, Italy. 

b) Unit associated with C.N.R.S. N" 040768, cooperative research under 
Programme N" 080264. 

Boiti and Tu 10 proposed an interesting new spectral 
problem 

U = aCT3 + U(X,t)CTl + (i/A)(S(X,t)CT3 + iv(X,t)CT2)' (1.4) 

where the CT; 's are the 2 X 2 Pauli matrices and U (x,t) , s(x,t), 
and v (x,t) are the three independent scalar potentials, which 
are supposed to go to zero as lxi- 00. The auxiliary spectral 
operator V was chosen to be a polynomial of positive powers 
orA. They found an associated new hierarchy ofNLEE's and 
showed the canonical structure of this scheme. 

The most interesting special case of this spectral prob­
lem is obtained by taking the reduction (Boiti-Leon-Pem­
pinelli»)) 

r - v2 = s~, sox = SOt = O. 

with the following asymptotic behaviors: 

u(x,t)-<l, 

v(x,t)-<l, as Ixl .... oo. 
s(x.t) .... SO, 

( 1.5) 

( 1.6) 

Also in this case there is an associated hierarchy of 
NLEE's; moreover the condition (1.5) allows us to find a 
hierarchy also for V chosen to be a polynomial of negative 
powers of A. The recurrence operator in this case is the in­
verse ofthe recurrence operator of the hierarchy obtained by 
choosing a polynomial of positive powers orA. The canonical 
structure of this scheme is proved· by using the method re­
cently proposed by Boiti-Pempinelli"';'1'u (BPT).12 There­
fore this spectral problem shows the new interesting proper­
ty that both the recurrence operator and its associated ex­
plicit inverse genera.te two hierarchies ofNLEE's, which are 
both local, in spite of the nonlocal character of these opera­
tors. 

The most interesting NLEJ3. associated to this spectral 
problem comes out to be the sine-Gordon equation in the 
laboratory coordinates. 

In the paperlO already quoted, Boiti and Tu proposed 
also a more general spectral problem 

U(x,t;A) = - aCT3 + P(x,t) + (i/A)Q(x,t), (1.7) 

where P(x.t) is an off-diagonal 2 X 2 matrix and Q(x,t) is a 
free 2 X 2 matrix. 
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The aim of this paper is to study this spectral problem 
and a reduced case that furnishes a hierarchy containing the 
PLR equation in the laboratory coordinates. In both nonre­
duced and reduced cases the canonical structure is explicitly 
found using the BPT method and infinitely many conserva­
tion laws are derived. 

The reduced case shows the nice property that the recur­
rence operator and its explicit inverse generate two hierar­
chies of NLEE·s. which are both purely differential. 

Let us finally note that the PLR equation in the light­
cone coordinates has been related to the Zakharov-8habat­
AKNS spectral problem. 13 However. the NLEE's in the 
hierarchy that can be obtained in this case couple two inde­
pendent fields and cannot be related to the NLEE's obtained 
in this paper that couple four independent fields. 

II. THE GENERAL CASE 

Let us consider the spectral problem 10 

U(x.t;..i.) = - a0'3 + P(x.t) + a -IQ(X.t). (2.1 ) 

where 

(2.2) 

with the asymptotic behaviors 

q; (x.t) ..... o. i = 1 ..... 6. (2.3) 
Ixl-"" 

As usual. we can choose 
.. 

V = L Jj (x.t)A "-j. (2.4) 
j=O 

One can see immediately that both Q and V must be 
traceless and we put 

P= (0 ql). Q= (q3 
q2 0 \qs 

(2.5) 

U takes the form 

U = ( - iA. + a -lq3 )0'3 + (ql + iA. -lq4 )0' + 

+ (q2 + a -lqS)O'_' (2.6) 

We can decompose Jj (x,t) as 

Jj(x.t) = ~(dj0'3 + ep+ + /j0'_). (2.7) 

Inserting the expressions (2.6), (2.4), and (2.7) in the 
Lax representation (1.3), with a convenient choice of the 

I 

- (i/2)D + iq~ql -iq~q2 (i/2)qs 

iqtlql (i/2)D - iqllq2 (i/2)q4 

L= 2ilql - 2ilq2 0 

i 0 0 

0 i 0 
and 

0 -2i 0 0 0 
2i 0 0 0 0 

J= 0 0 0 iq4 -iqs 

0 0 -iq4 0 2iq3 

0 0 iqs -2iq3 0 
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integration constants. we obtain the recurrence reJations 
(introducing for convenience en + 1 and/" + 1 ) 

eo =10 = 0, do = - 2i. el = 2q1' It = 2q2' 

iej+ I = - !ej,,, - i(q4dj_1 - q3ej_l) - q1dj , 

i/j+ I = !/j,,, + i(q3/j_1 - qsdj _ I) - q2dj' 

dj = I [(ql/j - q2ej) + i(q4/j_1 - qsej _ 1 n. 
j= 1 .... ,n. 

where I is the operator defined by 

I==...!. (Ix - L"") dx. 
2 - "" " 

and the evolution equations 

qlt = - ie,,+ I. 

q2t = if" + 1 • 

q3t = !(qse" - q4/")' 

q4t = q4dn - q3en' 

qSt = q3/" - qsd ... 

(2.8) 

(2.9) 

(2.10) 

These can be written in a more convenient form by in­
troducing the vectors 

ql 

q2 

q= q3 (2.11) 

q4 

qs 

q2 

ql 
/(q) = 2 (2.12) 

0 
0 

and 

- iej 

i/j 

cf>j = !(qsej _ 1 - q4/j- I) • j = 1 ..... n + 1. 

q4dj_ I - q3ej_1 

q3/j- I - qsdj _ 1 

together with the matrix operators 

- iq3 + iq~q4 
iqtlq4 

2ilq4 

o 
o 

- iq2I qs 

- iq3 - iqllqs 

- 2ilqs 

o 
o 

F. Pempinelll and S. Potenza 

(2.13) 

(2.14) 

(2.1S) 
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where D =a lax. 
The recursion relations (2.8) have become 

cJ>j+I=LtcJ>j' j=I, ... ,n (2.16) 

[t means adjoint with respect to the bilinear form (2.18)] 
and the evolution equations have become 

q, = JL "j(q), n = 0,1,2,... . (2.17) 

We briefly rememberl2
•
14 that q(x,t) can be regarded as 

a point in the configuration space vii of vector-valued func­
tions of the real variable x. Associated with each point q of 
vii there is a tangent space Tq and a cotangent space T; dual 
to Tq with respect to the symmetric bilinear form 

(p,a) = J + 00 '2:.I3j (x )aj (x )dx, 
- 00 ) 

(2.18 ) 

where aeTq and peT;. We suppose a(x), P(x)-o as 
lxi-co sufficiently rapidly for the convergence of any inte­
gral that may be required. 

With respect to this bilinear form (2.18), the operator J 
is cosymplectic, i.e., it is antisymmetric 

(p,Ja) = - (JP,a) (2.19) 

and satisfies the Jacobi identity 

(a,J'[JP]r) + (P,J'[Jr]a) + (r,J'[Ja]p) = 0, (2.20) 

where J' [ ] is the Gateaux (or directional) derivative of J, 
defined by 

J'[p] =i!....J(q+EP)1 . (2.21) 
dE £=0 

The fact that J is cosymplectic enables us to introduce a 
Poisson bracket for any pair of functionals F and G 

{F,G} = (~: ,J :) (2.22) 

(818q is the variational derivative), which is skew symmet­
ric and satisfies the Jacobi identity. 

Moreover J and L satisfy the first coupling condition 

JL =L tJ. (2.23) 

It can be shown that L t is both a hereditary and a strong 
symmetry for all the equations in the hierarchy (2.17).IS 

III. THE HAMILTONIAN STRUCTURE 

We show now that each equation of the hierarchy 
(2.17) has an infinite set of polynomial conserved quantities. 

Let us introduce the projective variable 

Z = "'2/"'1' (3.1) 

where "'I and "'2 are the elements of the eigenvector \11 = (~; ) 
of the spectral equation (1.1). Here Z satisfies the Riccati 
equation 

Zx = (q2 + U -lqS ) + 2(U - U -lq3 )Z 

- (ql + U -lq4 )Z2==C - 2AZ - BZ2. (3.2) 

One can easily see that the quantity 

K=A +BZ (3.3) 

and consequently is a conserved density with flux A + BZ. 
Expanding Z formally as 

00 

Z= L ZkA -k, 
k=O 

(3.5) 

we get the recurrence relations 

Zo=O, 

ZI = (i12)q2 

Zk.X = iqs8k I + 2iZk + I - 2iq~k _ I - ql (3.6) 

k k-I 

X L Zk_j~ -iq4 L Zk_j_1 ~ 
j=O }=o 

(k = 1,2, ... ). 

They furnish the coefficients in the expansion 
00 

K = - U + L KkA - k (3.7) 
k=O 

and therefore an infinite set of local conserved densities 

Kk = iq38k I + qlZk + iq4Zk_ P k = 0,1,2, ... , (3.8) 

where for convenience we have put Z -I = O. 
We write the first few explicitly 

Ko=O, 

KI = i(q3 + qlq2/2), (3.9) 

K2 = wlqzx - !qlqs - !q4q2' 

The conserved quantities associated with K and K k 

are 

J
+OO J+oo 

H = _ 00 (K(x) - K( co »)dx = _ 00 (K(x) + U)dx 

and 

Hk = f_+oooo Kk(x)dx, 

respectively, where 

H= f HkA -k. 

k=O 

(3.10) 

(3.11) 

(3.12) 

Let us now follow the BPT method 12 and examine the 
functional derivative of these quantities. 

If we define a matrix K such that 

8H 
K··=--, 

U 8~1 
(3.13 ) 

we find that K satisfies 

Kx=[U,K] (3.14) 

and 

Tr{K} = 1. (3.15) 

Let us consider the usual Weyl-Cartan basis R 

{R I = I, R2 = q3' R3 = q+, R4 = q_}. (3.16) 

The operator U takes the form 

U=t2Q 3+t3Q + +t4Q -, (3.17) 

where the components ta (a = 2,3,4) are furnished directly 
satisfies the relation 

K, = (A + BZ)x (3.4) by (2.6). 
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We can decompose K with respect to the dual basis S 

{SI = !l, S2 = !u3, S3 = U +, S4 = u _}, (3.18) 

K = !K11 + !K2U3 +K3U+ +K4u_. 
Condition (3.15) furnishes us 

1 = Tr{K} =K1 

and Eq. (3.14) gives us 

K 1x =0, 

K2x = 2(K3;3 - K~4)' 

K3x = K';4 - 2K3;2' 

K4x = 2K~2 -K';3' 

( 3.19) 

(3.20) 

(3.21) 

These differential equations can be used to write the 
BPT isospectral eigenvalue equationl2 

L 6H =1l(4) 6H + V(4)y(q), 
6q 6q 

(3.22) 

where y(q) is a conserved covariant for all the equations of 
the hierarchy and Il (4) and V(4) are functions of the spec­
tral parameter 4 to be determined. 

In this case 6H /6q becomes 

6H 
-= 
6q 

K3 
K4 

iA. -IK
2 

iA. -IK
3 

iA. -IK
4 

(3.23) 

Applying L to this quantity and using (3.20), (3.21), 
and the asymptotic behavior of 6H /6q, 

0 
0 

6H iA. -I as Ixl-+oo, (3.24) --+ 
6q 

0 

0 

we obtain the explicit form of the isospectral equation (3.22) 

L 6H = 4 6H + ..!..ji(q) (3.25) 
6q 6q 2i ' 

wheref(q) is given by (2.12). 
Inserting the asymptotic expansion (3.12) in (3.25) 

and equating to zero the coefficients of the successive powers 
of 4 - I, we get the following recursion relations: 

6H1 = _ l/2if(q), 
6q 

6Hk + 1 6Hk 
6q =L~, k= 1,2, ... , 

which can be rewritten as 

L 'r(q) = - 2; 6Hk+ 1 , k = 0,1,2, .... 
6q 

(3.26) 

(3.27) 

Equations (3.27) prove the Hamiltonian character of 
the NLEE's (2.17). Therefore the general 1ST-solvable 

2864 J. Math. Phys., Vol. 27, No. 12, December 1986 

NLEE related to the spectral operator U (2.6) can be writ­
ten as 

n 

q, = L Ilj (t)JL 1(q) 
j=O 

(3.28) 

where the coefficients Ilj (t) are arbitrary functions of t. 
Let us note that from (3.25) we can easily prove, follow­

ing the BPT method,12 that the fluxes commute and the 
NLEE's (3.28) can be identified with the group of motion of 
a special geometrical structure called a symplectic Kahler 
manifold. 14 

Let us finally write explicitly the first equation in the 
hierarchy (3.28) (n = 1) 

ql' = qlx + 2q4' 

q2, = q2x - 2qs, 

q3' = qlqs - q2q4' 

q4' = - 2q3ql' 

qs, = 2q3q2' 

(3.29) 

We can still note that all the results ofBoiti and Tu 10 are 
recovered in the limit 

(3.30) 

IV. THE REDUCED CASE 

We can now go on to examine an interesting reduced 
case. The first problem is the existence of a compatible re­
duction condition of the same kind as (1.5).11 

We introduce an expansion for the traceless operator V 
in both negative and positive powers of 4: 

or 

n p 

V = L Jj4 n - j + L Jfj .. V - p - I. 

j=O j=O 

We can make two alternative choices of V: 

Jfj (x,t) = !(ap3 + bp + + cp _), 
Jj(x,t)=O 

JJj (X,t) =0, 

Jj (x,t) = !(dp3 + ep + + jju _). 

(4.1 ) 

( 4.2a) 

(4.2b) 

One can see immediately that, for the second choice 
( 4.2b ), Eqs. (2.10) satisfy the condition 

(q~ + q4qS) , = O. 

So we can consider the reduction 

q~ + q4qS = y, Yx = y, = 0, 

with the following asymptotic behaviors for the fields: 

ql,q2,q4,qS-0 I I as x -00. 
q3 -y 

(4.3) 

(4.4) 

(4.5) 

In the limit (3.30) we recover the condition (1.5). 
When (4.4) is imposed, the recurrence relations (2.16) 
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take the form (with a convenient choice of the constants of 
integration) 

A AtA. 

~J+I =L ~J' )= 1 •...• n. 

eo = fo = O. do = - li, 
A 

where ~J is the vector 

- iq,Jq2 

(i/2)D - iqllq2 

i(qslq3)Iq2 

i + (iq4Iq3)Iq2 

Let us introduce a new vector q 

(4.6) 

- iq3 + iq2Iq4 
iqllq4 

- i(q,lq3)Iq4 

- (iq~q3)Iq4 

(4.9) 

The evolution equations now take the standard form in 
the case (4.2b) 

AA 

qt = JL "g(q). n = 0.1 •...• 

where 

A (~i J= o 
o 

-2i 

o 
o 
o 

o 
o 
o 

- 2iq3 

A A 

(4.10) 

(4.11) 

(4.12) 

Also in this case J is a cosymplectic operator. L is both a 
hereditary symmetry and a strong symmetry for aU the equa­

I 

A ( ~~eJ ) 
~J= , 

q4dj_1 - q3eJ_I 

q3h-1 - q,dJ - 1 

j= 1 •...• n + 1. (4.7) 

and L t is the adjoint of the recurrence operator L 

(4.8) 

~ions in the hierarchy (4.10), and the first coupling condi­
tion 

(4.13) 

is satisfied. 
Let us now consider the first choice (4.2a). If we put 

expansion (4.1) with the coefficients given by (4.2a) in the 
Lax representation and we equate to zero the coefficients of 
the powers of A. we can see by inspection that the recurrence 
relations can be solved only in the case when the reduction 
condition (4.4) holds and y;fO. In this case we have (with a 
convenient choice of the constants of integration and intro­
ducing for convenience ap + I' bp + I, cp + I' and 
b_ 1 =c_ I =0) 

- t- . 
~j =M ~j_I' )=O.I, ... ,p. 

ao = - 2iq3' bo = - 2iq4. Co = - 2iqs, 

where elij is the vector 

and M t is the adjoint of the recurrence operator 

(4.14) 

(4.15) 

- 2qs/q, -q,w1q3- 2r 
-2qJq, -q4W lq3 

w!q, 

2rlq3 +wtq, 

~wlDwlq3 + (rlq3)D 

~wtDwlql 

(4.16) 

with 

wl= - q~q3 + I(q4"lq3 + 2q1) ( 4.17) 

and 
w2=q,lq3 + I( - q,,,lq3 + 2q2)' (4.18) 

The evolution equations look like 

qt = elip (4.19) 

and they can be put in the standard form 
A 

qt = yJMP+ Ig(q), P = 0.1.2..... (4.20) 
A 

whereJ andg(q) are given by (4.12) and (4.11), respective-
ly. 
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Furthermore M t is both a hereditary and a strong sym­
metry for all the equations in the hierarchy (4.20) and the 
first coupling condition 

A A 

JM=MtJ (4.21) 

is satisfied. 
One can check directly that 
A A 

LM=ML=l, (4.22) 

and consequently (4.20) can be rewritten as 
A _ AA. -p-l A _ 

qt - yJL g(q), p - 0.1, .... (4.23) 

Therefore the general 1ST-solvable NLEE related to the 
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spectral operator U (2.6) with the reduction (4.4) (y#O) 
can be written as 

(4.24) 

where the coefficients J.LJ ±) (t) are arbitrary functions of t. 

v. THE HAMILTONIAN STRUCTURE IN THE REDUCED 
CASE 

Let us consider again the Riccati equation (3.2) and 
both the asymptotic expansion of Z as A. -- 00 and as A. --0: 

Z(+l= f ZPIA.- k (5.1 ) 
k=O 

and .. 
Z(-l= L Z~-)A.k. 

k=O 
(5.2) 

Inserting (5.1) in (3.2) we reobtain the recurrence rela­
tions (3.6) 

Z~+)=O, 

Z \ + ) = (i/2)q2' 

(5.3) 

k k-I 
X ~ Z(+)Z(+)-iq ~ Z(+? Z!+) 
~ k-}} 4 ~ k-J-I J 

}=O }=O 

(k = 1,2, ... ), 

and inserting (5.2) in (3.2) we now obtain 

and 

Z~ -) = qS/(q3 + y), 

Z\ - I = (i/2y)(Z~,;) + qlZ~ -)2 - q2)' 

(5.4) 
k 

Z ( - ) = 2iZ ( -) - 2iq Z ( -) - q ~ Z ( - ?Z ! - ) k.x k-I 3 k+ 1 1 ~ k-J J 

k 
• ~ Z(-) Z(-) -lq4 ~ k-}+I } 

}=O 

(k = 1,2, ... ). 

We can introduce 

JY<+) = - iA. + f JYl +)A. -k 
k=O 

JY<-)=iA.-1y+ f JY~-)A.k. 
k=O 

}=O 

(5.5) 

(5.6) 

Using (3.3) and the recurrence relations (5.3) and 
(5.4) we get two infinite sets of conserved densities: 

and 

~ + ) = iq38k 1 + qlZ ~ + ) + iq4Z ~ ~ ~ , k = 1,2, ... , 
(5.7) 
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JY~ -) = qlZ~ -) + ;q4Z~~ ~ - i8kl , k = 0,1,2, .... 
(5.8) 

The conserved quantities associated with JY<+), JY<-l, 
JY~ +), and JY~ -) are 

J+ "" 
H( ±) = _ .. dx(JY(± lex) -JY(± )(00» 

and 

H~±) = f-+",," dx(JYk±)(x) -JY~±)(oo»), 

respectively, where 

and 

H(+l= f H~+)A.-k 
k=O 

.. 
H(-) = L H~ -)A. k. 

k=O 

(5.9) 

(5.10) 

(5.11) 

(5.12) 

Let us stress that we still have not used the reduction 
condition (4.4) and consequently the two sets {JY~ ± )} fur­
nish the conserved densities for NLEE's related to the spec­
tral operator U (2.6) in reduced and nonreduced cases. 

In order to relate the conserved quantities H ~ ± ) to the 
Hamiltonians of NLEE's (4.24) we need to prove that both 
8H(+)/8q and 8H(-)/8q satisfy a BPT equation (3.22). One 
can follow the same method used in Ref. 11 for the reduced 
case. Precisely we prove, in the nonreduced case, that8H (-1/ 
&j = 8H (+) /8q and, because the equality keeps its validity in 
the reduced case, we wri~ the eigenvalue equation (3.25) 
for the reduced operator L as 

A 8H ( ± I 8H (± ) 1 A 

L 8q = 8q + 2i g(q), (5.13 ) 

where 

~_..9.L~ 
-= (5.14 ) 

8q4 2q3 8q3 

~_.!H...~ 
8qs 2q3 8q3 

which is satisfied by both 8H(+I/8q and 8H(-I/8q. 
Inserting the asymptotic expansions (5.5) and (5.6) in 

(5.13) and equating to zero the coefficients of the successive 
powers of A. -I and A., we get the recursion relations 

8H\+) 
= - ;;g(q), 

8q 

8H~!~ A 8H(+) 
=L k k= 1,2, ... , 

8q 8q 

(5.15 ) 

and 

8H~-) =~L-I C) 
8q 

2; g q , 

8H~~~ A 8H(-) 
=L -I k k = 0,1,2, .... 

8q 8q 
, 

(5.16 ) 

F. Pempinelli and S. Potenza 2866 



                                                                                                                                    

Equations (5.15) and (5.16) can be rewritten as 

lJH(+> 
Lkg(qA) = -2i k+l, k=0,1,2, ... , (5.17) 

lJq 
and 

" lJH( - > 
L -kg(q) = 2i lJ~-I, k = 1,2,.... (5.18) 

In this way we have proved the Hamiltonian character 
of the NLEE's (4.24). 

Therefore the general 1ST-solvable NLEE related to the 
spectral operator U (2.6) with the condition (4.4) and y:;~0 
can be written as 

n " lJH ~ + > 
- 2i L f.LJ + >(t)J J

A
+ I 

j=O lJq 

p " lJH~ - > + 2i Lf.LJ->(t)J J
A 

(5.19) 
j=O lJq 

Also in this case one can easily prove from (5.13) that 
the fluxes commute and the NLEE's (5.19) can be identified 
with the group of motion of a symplectic Kahler manifold. 

Let us once more stress that, for this spectral problem 
with the reduction condition (4.4), together with the sub­
case considered by Boiti-Leon-Pempinellill (and only in 
these two cases at our knowledge), we have the nice property 
that the recurrence operator L has an explicit inverse L - I, 

which is also a recurrence o~rator J...and both the hierarchies 
of NLEE's associated with Land L - I are purely local. 

VI. THE POHLMEYER-LUND-REGGE EQUATION 

Let us now write explicitly one interesting equation of 
the hierarchy (5.19). We choose n = I, P = 0, and f.L~ + > 

= 0, f.L \ + > = 1, and f.L~ - > = y and we get 

qlt = qlx + 4q4' q2t = q2x - 4qs, (6.1 ) 
q4t = - q4x - 4q3ql' qSt = - qsx + 4q3q2' 

Now we can introduce the two new functions w(x,t) 
and X(x,t) in the following way: 

q3 = y cos W, 

q4 = yeiX sin w, 

qs = ye - iX sin w, 

which satisfy the reduction condition (4.4) 

~ + q4qS = y2, Yx = Yt = 0, Y#O. 

The first two equations (6.1) give 

qlt - qlx = 4yeiX sin w, 

q2t - q2x = - 4ye - iX sin w, 

(6.2) 

(6.3) 

and the two last equations (6.1) take the form, after some 
algebraic manipulations, 

Wtt - Wxx + 16y sin W - tan w(X: - x!) = 0, 
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Xtt - Xxx + 2 cot W(Wt Xt - Wx Xx) 

+ tan W(Xt + Xx) (Wt - Wx ) = 0. (6.4) 

In the limit X ..... const, we reobtain, as expected, the sine­
Gordon equation in the laboratory coordinates. 

Equations (6.4) can be easily transformed into the 
Pohlmeyer-Luncf-Regge equation. In fact, if we introduce 
the new fields 0 and A as 

W = 20 + 1T', 

Xx = Ax - tan2 (w/2)At, 

Xt = At - tan2(w/2)Ax' 

we get immediately 

Oxx - Ott + 16y sin 0 cos 0 

+ (A! - A :)(cos O/sin3 0) = 0, 

(cot2 OAx ) x = (coe OAt) t' 

(6.S) 

(6.6) 

which is just the equation given by Lund and Regge in their 
paper.4 

Therefore we have succeeded in getting the PLR equa­
tion in the laboratory coordinates as a member of a hierarchy 
of purely local NLEE's that satisfy a canonical geometrical 
scheme. 

The study of the Backlund transformations of this hier­
archy and the case y = ° is deferred to a forthcoming paper. 
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Some remarks on the nonlinear Integral equation in Kirkpatrick's theory of 
glass transition 

Tetz Yoshimura 
Paris, France") 

(ReCeived 18 February 1986; accepted for publication 28 July 1986) 

The nonlinear singular integral equation for "self-energy" ~(k,z) arising in Kirkpatrick's 
mode-coupling theory of glass transition is analyzed without suppressing the k dependence. An 
equation that is equivalent to Kirkpatrick's equation and suitable for high density is set up. 
Applicability of Lika's generalization of the Newton-Kantorovich successive approximation is 
discussed. The possibility of solutions that cannot be found by iteration is pointed out. 

I. INTRODUCTION ~(k,z) = {}2(k){(CP(k,z) )-1 - z} - 1_ r(k). (3) 

Recently, Kirkpatrick l proposed a mode-coupling the­
ory of glass transition. The correlation function CP(k,z) is 
defined as 

CP(k,z) = ioo 

dte-zt{ns(k){}(k)}-I 

X (~e - ikr,(O) + eikr,(t»). (1 ) 

In this paper, we investigate the mathematical struc­
tures of singular nonlinear integral equations arising in the 
Kirkpatrick model without simplifications. Earlier works by 
Leutheusser2 and Bergtzelius et al. 3 also suppressed k depen­
dence. We apply nonlinear operator theory to these integral 
equations, regarding cP and ~ as complex-valued functions 
of real variables, not as complex analytic functions. 

and the relation between cP (k,z) and the "self-energy" 
~(k,z) is 

CP(k,z) = [z + {}2(k){r(k) + ~(k,z)} - I] - I, (2) 

or equivalently 

II. INTEGRAL EQUATIONS AND THEIR SOLVABILITY 

The equation for the "self-energy" ~(k,z) is 

[
+100 dz i oo II ~(k,z) = _1. dq dp V(q,k,p,) 

c-loo 2171 0 -I 

X [Zl + {}2«q2 + kqp + lk 2) 1/2){r( (q2 + kqp + lk 2) 1/2) + ~«q2 + kqp + lk 2) 1/2 ,zl)} - I] - I 

X [Z - ZI + {}2«q2 - kqp + lk 2)1/2){r(q2 - kqp + lk2)1/2) + ~(q2 - kqp + lk 2)1/2,z - ZI)}-I] -I, (4) 

where 

{}2(k) =k 2(pmS(k»-I, /3= (kBn- l
, 

V(q,k,p,) = nq2~~;)~~~_) [( ~ k + qp )C(q+) + (~k - qp )C(q_) + nkc(31(q,k,p) r. 
q± = (i±kqj.t + lk 2) 112, r(k) =np-1/2m -I/Y(k)g(n), 

f(k)e.O(k 6 ), 1<15<2, for k ..... O, f(k) e.O(k E
), £<0, for k ..... 00, 

O<g(O) < 00, O<g( 00) < 00, seq) = 1 + nh(q). 

(5) 

Here h(q), c(q), and C(31(q,k,p,) are Fourier transforms of the total correlation function, direct two-particle correlation 
function, and direct three-particle correlation functions, respectively. (For definitions of these functions, see, e.g., Cole4 and 
Resibois and DeLeener. s) As the structure ofEq. (4) is different from those of the equations in quantum field theory, etc., it is 
a challenging problem to deal with this equation. First, let us consider the case of small n. The equation of ~ can be rewritten as 
follows, showing parameters nand p more explicitly: 

~(k,z) = @5(~;k,z) 

where 

.) Unemployed. Postal contact ad4ress: c/o Professor A. V an~ura, FB Phy­
sik, Universitiit Kaiserslautem, 06750 Kaiserslautem, West Germany. 
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V(q,k,p.) = n- I{3V(q,k,p,), lV(k) =(3 1/20(k), 1'(k) = n- I{3112r (k), 

and n plays the role of a sort of coupling constant. 
The denominator 

{ZI + {3 -1{i)2(q + )(~(q +,zl) + n{3 -1/21'(q +) )-I} 

(7) 

vanishesforz l = O,p, = ± l,q = ± !k. For k :;60, one can take the p~ncipal value. Fork = 0, this denominator vanishes at 
the end point q = 0, but the integral converges because the kernel V contains the factor i. The situation is similar for 
{Z-ZI + ... }, 

So, we replace S~ ~ f: by SI~loo and regard ~ (k,z) as a complex-values function of real variables k and" = r IZ and put in 
a Banach space. It can be easily seen that 

n f f - {{3 -1/2 }-I ~(O;k,z) = (3 dq dp, V(q,k,p.) Z + -n-[{i)2(q+H1'(q+»)-1 + (i)2(q_H1'(q_»)-I] (8) 

converges if 

c(q) =0(q-3/2-£/2), c(3)(q,k,p,) =O(q-II2-£I2>, forq-+oo. (9) 

It is an interesting fact that the conditions (9) are not satisfied for hard spheres. Because of the poles of the integrand, the 
mapping ~ is not Frechet differentiable, so that conventional Newton-Kantorovich-type successive approximations are not 
applicable. But do not worry. We have the following theorems due to Lika.6 

Theorem 1: Suppose the following conditions are satisfied: ( 1 ) the Frechet derivative Q' of the Lipschitz approximation Q 
to P satisfies the condition 

IIQ'(xl) - Q'(x2>II<Kllx1 -x211, "Ix1,x2EM; 

(2)IIP(xl ) - Q(xl ) - P(X2) + Q(X2)II<Allxl -x211, "IX1,x2EM; 

(3) Ho = [/ - Q '(xo)] -I exists and IIHoil <Bo, IIHo(xo - P(xo» II <So; 

(4) BaA < 1; 

(S) ho = BoSoK<!( 1 - BoilY; 

(6) the closed ba1lS(xo,To)~M, where To = [1 -BaA - {(l-BaA)2 - 2hoP/2]soho- 1
, 

Then the equation x - P(x) = 0 has a solution X·eS{XO,TO), to which the sequence defined by 

xH 1 = x" - [/ - Q' (x" ) ] - I(X" - P(x" » 
converges, and the error estimate is 

IIx· -x"II<[1-BnA - {(1-B"A)2 - 2hn }1/2] (B"K)-I. 
Theorem 2: Suppose the conditions (1 )-( 4) of Theorem 1 are satisfied, as well as the condition (S') there exists a number 

Ne((1-B~)-1.2(1-BaA)-1)suchthat 

2{(1- BaA)N - t}N-2>ho' 

Then, the sequence defined by 

Xn + 1 = x" - [I - Q' (xo)] - 1 (x" - P(x" » 
converges to the unique solution x· in S(xo,Nso) of the equation x - P(x) = 0 and the error estimate reads 

IIx· -xnll«Nho -BAo)So(l - Nho _BaA)-I, 

If N> 2( 1 - BaA)-1 but ho<!< 1 - BaA)2, a solution exists but uniqueness is not guaranteed, 
As for a Lipschitz approximation to 6, one can take 

~(~;k,z) 

=:.!!... ('co dz l roo dqfl dp,V(q,k,p,)[{ZI+lV2(q+)(n{3~l/21'(q+)+~(q+,z1»)-1}-1 
{3 J-loo 211'2 Jo -I 

XOp({(q+ !/qt)2 + (1p,1-1) 2-rt + 1~1~}II2_V)+{ZI +lV2(q+)(n{3-1/21'(q+) +~(O)(q+,zl»-I}-I 

X (1- Op({(q + !/qt)2 + (1Il1 _l)2~ + I~ 1~}l/2 - v)}] [{z -ZI + lV2(q_> (n{3-1/21'(q~) + ~(q_,z_ZI»)-l}-1 

XOp({(q-!kp,)2+ (1.u1-1)2-rt + I(Z_ZI)21~}-l/2_V)+{z_ZI +lV2(q_)(n{3- 1/21'(q_) 

+ ~(O) (q-,z - Zl»)-l}-l{l - Op({ (q - !/qt)2 + (1.u1_1)2~ + I(z _Zl)21~}112 - v)}], (10) 

(11) 
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and choose parameters V,p,T1, and"2 and l:(0) so as to satisfy the conditions of Theorem lor 2. 
This technique can be applied also when it happens that 

Re l:(k,i~) + n/3 -1/2y (k) = 0, (02(k) [1m l:(k,i~){(Re l:(k,i~) + n/3 -1/2y(k»2 + (1m l:(k,i~»)2} - I] = /3~, (12) 

for some combinations of k, ~ER after certain steps of successive approximation. 
Alternatively, one can write an integral equation for :(k,z) = :ZCP(k,z): 

E(k,z) = z{z + n(02(k) [/3 112Y(k) + fiCO dz1• rco 

dq 
- iOQ 2'm Jo 

( cP is not normable.) 

(13) 

Obviously: = 1 if n = O. So, one might think that one could begin with the zeroth approximation:o = 1, but it does not 
work unless 

c(q) = O(q-5/2), c(3)(q,k,p,) = O(q-3/2), forq- 00, (14) 

because the integral fodq V(q,k,p,) diverges otherwise. Moreover: = 1 gives l: = 00. Therefore, :, and consequently CP, 
cannot be expanded in powers of n, unless condition (14) is satisfied. 

Now we define the norm of E by 

IIEII = c, sup I:(k,i~) I + c2 sup Ik 2E(k,i~) I, CI,C2ER+. 
keR+. ~eR keR+. ~eR 

(15) 

Then the map x is FnSchet differentiable and one can begin with the zeroth approximation 

Eo(k,z) =z{z + n/3 -1/2(02(k)(y(k»)-I} I. 

However, the situation (12) cannot be dealt with by Eq. (13), because the norm of corresponding : is not bounded. On the 
other hand, by virtue of the Frechet differentiability, bifurcation theory is applicable. In order to find bifurcation, one has, at 
first, to solve Eq. (13) and find a solution: (k,z' ,n,/3) as a function of k,z,n, and /3. Then a necessary condition for bifurcation 
becomes a nonlinear (with respect to n and/3) eigenvalue problem 

E· (k,z) = 2zn(02(k) {/3I12 Y(k) + fiOO dZI r
co 

dq fl dp, V(q,k,p,)E(q+,zti/3)E(q_,z _ zl;n,(3)zl'l(z _ Z\)"-I} - 2 
-/00 Jo - \ 

x[z+n(02(k){J~~co dzl!oo dq fl du V(q,k,p,)E(q+,ZI;n,/3)E(q_,z-ZI;n,/3)ZI(Z-ZI)-I} -1]-2 

xJ~~oo dZI J~I dp, V(q,k,p,):(q+,zI;n,/3}zl-l(z;-Zj)-IE·(q_,z-zl)' (16) 

IfEq. (16) admits a nonzero solution for some combination of values of nand /3, say (ne , /3c), there may be a bifurcation. 
However, in order to know whether a bifurcation actually occurs, one has to investigate the equation 

x(:( ',';n,/3);k,z) - x(:( ·,;n,/3) + EA(., );k,z) = :A(k,z), (17) 

for values of n and P near (ne , /3c)' It should be noticed that bifurcation and the glass transition are different. However, 
neither Eq. (4) nor Eq. (13) is suitable for a search for critical values of nand /3, because the norms of l: and: are not 
bounded at a critical point. 

Let us assume asymptotic behaviors of y(k), 

y(k-O)o:O(e), 1<8<2, y(k-oo)o:O(k-"), £~O, 

and define a new unknown function A by 

A(k,z) = k 6 (k 2 +11.) -E'/2(y(k) + l:(k,z»)-I, II. E R+, 

Then the equation for A is 

£' = Max(8,E). 

A(k,z) = k
6 

[n- 2Y(k) +/3-1/2f
iOO 

dZI rco 

dqfl dp, 
n3/3 1/2(k 2 + II. )<!I2 _ ico 211'/ Jo _ 1 

X VA (q,k,p,){Zl + /3 -I(02(q+ )A(q+,zl)(q~ + A,)<!I2 q::;:6}-1 

X{Z-Zl +/3-I(02(q_)A(q_,z-ZI)(q2_ +1I.)1i'/2q :6}-I]-1 =:2 (A;k,z), 

where 
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This equation has the trivial solution A = 0 corresponding to l: = 00 and:: = 1, unless condition (14) is satisfied. 
But this does not imply the absence of a nontrivial solution, because for the trivial solution, 50 of Theorem 2 is 0, so that 

S(0,N50) = {O}. Though 53 is not Frechet differentiable, one can take the Lipschitz approximation 

k 6 
[ floo dz Loo fl 

W'l(A;k,z) =: 3/P12 k 2 A <'/2 n-
2
y(k) +/3-112 . -2 I. dq dp, V 4 (q,k,p,) 

n (+) - 100 11'1 0 - I 

X [ {ZI + /3 -1"i(q+)A(q+,zI) (q2+ +A) <'12q :;::6} -IOp({ (q + !kp)2 + (lul- 1)2~ + 1z71~}I12 - v) 

+ {ZI +/3-1fJ)2(q+)A(0) (q+,z)(q,+ +A)<'12q:;::6}-1 

X{1-Op({(q+!kp,)2+ (1p,1_1)2~ + 1z71~}I12_V)}] 
X [{Z -ZI +/3 -1fJ)2(q_)A(q_,z _ZI)(q2_ + A)E'/2q =6} -I 

XOp({(q-!kp,)2+ (1p,1-1)2ri + I(Z_ZI)21~}1/2_V) 
+ {Z-ZI +/3-1fJ)2(q_) A(o) (q_,z-zl)(i_ +A)<'/2q =6} 

X{l- Op({(q - !kp,)2 + (1p,1_1)2~ + I(Z_ZI)21~}1/2 - v)}] rl

, (21) 

with a suitable A(o) and apply Theorem 1 and 2 with a zeroth approximation 

A (0) (k,z) = n- l/3 - 1/2k 6(k 2 + A) - <'12Y(k). 

In order to find the critical values of n and /3, one has to investigate A (k, 0) as a function of n, /3, and k. 
If Eqs. (6) and (19) admit a solution, then 

lim l:(k,z) = - r(k) = - n/3 -1/2y (k), lim l:(k,z) = 00, lim l:(k,z) = 00, lim l:(k,z) = 0, (22) 
n_O n_ 00 p-o p- 00 

should hold. 
It should be noticed that the unsimplified equation (6) cannot have a solution of the form 

l:(k,z) = Z-Il:1 (k) -l:2(k,z), l:l (k);¢O. Should such a solution exist, l:1 would have to satisfy the equation 

l:1(k) =~roo dqfl dp, V(q,k,p,)l:I(q+)l:I(q_) @(l:l>k). (23) 
/3Jo _I (fJ)2(q+) + l:1(q+»)(fJ)2(q_) + l:1(q_») 

Obviously this equation has trivial solution l:l =0. Because the Frechet derivative of@(I) (l:I;k,z) at l:l = 0 is identically 
zero, a nontrivial solution cannot exist. On the other hand, bifurcation theory is not applicable to Eqs. (6) and ( 19), because 
the mappings @andxarenot Frechet differentiable. However, if c(q) and c(3)(q,k,p,) behave asymptotically for q- 00, 

c(q) = O(q - 'I), 11 >~, C(3) (q,k,p,) = 0 (k 2 + q2) -1/4) not o( (k 2 + q2) -1/4), (24) 

asymptotic behavior l: (k,z) - /(LX ,0 < a < 2, is consistent with Eq. (6), but a solution with such asymptotic behavior cannot be 
found by the Newton-Kantorovich-Lika (NKL) algorithm with zeroth approximation l:(0) = O. In order to find such 
solutions, one has to rewrite Eq. (6) in the form 

i(k,z) =k - al:(k,z) = nk -a J dzi. J dq JdP, V(q,k,p,){zi + fJ)2(q+)/3 -l(q~ i(q+,zl) + n/3 -1/2y (q+ »)-I}-I 
/3 211'1 

X{Z-Zl +fJ)2(q_)/3-I(q':, i(q_,z-zl) +n/3-1/2y (q_»)-I}-1, (25) 

and fix a zeroth approximation so as to make the left-hand side and the right-hand side coincide for certain discrete values of 
the variables k and Z and apply the NKL algorithm. Similarly, Eq. (19) may have a solution with asymptotic behavior 

A(k,z) -k - a' + 6 - <', 0 < a' = Max(a,c5) < 2, k - 00. 

III. CONCLUDING REMARKS 

Though without actually (numerically) solving Eq. (6) and/or Eq. (19) one cannot definitely conclude whether the 
Kirkpatrick model without simplication describes glass transition, these equations deserve further investigation because they 
have many interesting mathematical features. Another question to be investigated is under what conditions solutions of 
simplified equations give reliable conclusions about critical phenomena. 

IT. R. Kirkpatrick, Phys. Rev. A 31, 939 (1985). 
2E. Leutheusser, Phys. Rev. A 29, 2765 (1984). 
lU. Bergtzelius, W. GOtze, and A. Sjolander, J. Phys. C 17, 5915 (1984). 
40. H. A. Cole, An Introduction to the Statisticol Theory of Classical Simple 
Dense Fluids (Pergamon, London, 1967). 
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A class of continuum models with no phase transitions 
David Klein 
Department of Mathematics. University of California. Los Angeles. California 90024 

(Received 2 March 1986; accepted for publication 28 July 1986) 

For a restricted family of classical grand canonical continuum interactions, it is proved that the 
Gibbs state is unique at all temperatures and fugacities. The interactions considered are not 
translation invariant except in the one-dimensional case. 

I. INTRODUCTION 

More than ten years ago, Dobrushin developed a proba­
bilistic technique for proving uniqueness of Gibbs states and 
applied it to one-dimensional classical lattice and hard-core 
systems to establish the absence of phase transitions for 
those systems. I In this paper, we apply the same technique to 
a restricted class of continuum interactions in arbitrary di­
mension. Since one expects phase transitions in dimensions 
greater than one for physically realistic interactions, the re­
strictions needed for our results must be strong. We consider 
positive, superstable interactions with the additional re­
quirement that, loosely put, in dimension d the range of the 
interaction in the radial direction decreases for some con­
stante, as (er + e)l/d - (er)l/d, when the distance rofparti­
cles from the origin becomes sufficiently large. For the pre­
cise requirements, see Condition 2.1 in Sec. II below. In spite 
of the artificiality of the models considered here, we believe 
that our results can shed some light on the conditions which 
make phase transitions possible in more realistic models. In 
addition the results obtained here show, in a sense, what is 
really going on in the one-dimensional case, where the re­
strictions on the interaction potential are natural. The spe­
cialization to the one-dimensional case is made in Sec. IV, 
where we also give some further discussion. For positive re­
sults on the existence of phase transitions for lattice and 
some simple continuum systems, we refer the reader to a 
paper of Bricmont, Kuroda, and Lebowitz2 and the refer­
ences contained therein. More general background informa­
tion can be found in Refs. 3 and 4. 

II. NOTATION AND DEFINITIONS 

For a Borel measurable subset ACRd, letX(A) denote 
the set of all locally finite subsets (configurations) of A. 
Here B A denotes the 0' field on X (A) generated by all sets of 
the form {seX(A): IsnB 1= m}, where B runs over all 
bounded Borel subsets of A, m runs over the set of non­
negative integers, and I . I denotes cardinality. For later con­
venience we let (O,S) = (X(Rd),BRd)' Let OF be the set of 
configurations in 0 of finite cardinality and X N ( A) the set of 
configurations in X(A) of cardinality N. 

Let T: AN ..... X N (A) be the map which takes the ordered 
N tuple (x1, ... ,XN ) to be the unordered set {XI, ... ,xN}' For 
N = 1,2,3, ... , let d NX be the projection of Nd-dimensional 
Lebesgue measure onto X N (A) under the map T. The mea­
suredox assigns mass 1 toXo(A) = {0}. When A is bound­
ed, define as in Refs. 3 and 5, 

~ ~ 
VA (dx) = L -dNx, (2.1) 

N=O N! 

where z is chemical activity. For any bounded disjoint Borel 
sets A and A', there is a natural isomorphism between 

(X(A),BAoVA)X(X(A'),BA"vA' ) 

and 

(X(AuA'),BAUA' ,VAUA,)· 

We will identify these spaces and write 

(X( AuA'),B AuA', V AuA' ) 

= (X(A),BAovA)X(X(A'),BA"VA')' (2.2) 

We will consider S-measurable many-body interactions 
V:OF -( - 00,00] of the form .. 

Vex) = L L tPN(Y)' 
N= I yCx 

lyl=N 

(2.3) 

where tP N: X N (A) ..... ( - 00,00] is an N-body interaction. 
For a bounded Borel set A of positive Lebesgue measure, we 
define as in Preston3 the S-measurable set RA COso that 
V(xls) represents the energy of the configurationxeX(A) in 
A, assuming the configuration SeRA nX(AC) outside of A. 
The finite volume Gibbs state Jl.A (dxls) for A, V, inverse 
temperature P, chemical activity z, and external configura­
tion s is given by 

f.LA (dxls) = exp[ - PV(xls) ]lZA (s), (2.4) 

whereZA (s) makesf.LA (dxls) a probability measure. Under 
general conditions on V, in particular Condition 2.1 below, 
1 <Z A (s) < 00 . If sEER A , define f.L A (dx Is) to be the zero mea­
sure. 

Henceforth let a positive constant e be fixed and let Ak 
denote the hypersphere of volume ek centered at the origin in 
Rd. LetA k = Ak \Ak _ l • Ifd = 1, then Ak is the interval of 
length ek centered at the origin. 

Condition 2.1: For an interaction Vofthe form (2.3): 
(a) V is superstable6 and tP N is positive for each N> 2. 
(b) There exists some positive integer ko such that for 

all N>2 and any x = (XI, ... ,xN )EOF, 

tPN(X) =0 

whenever xjEAk , xjEAk + I for some pair i,j with 1 <i,j<N 
and some k>ko. 

Remark 2.1: The requirement that tPN be positive in 
Condition 2.1 (a) can be removed if V has an nth body hard­
core restriction for some n, analogous to that imposed in 
Refs. 5 and 6. Condition 2.1 (b) excludes translation-invar­
iant interactions except in dimension d = 1. For d>2, the 
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range in the radial direction of the interaction must decrease 
as the distance of particles from the origin increases. 

Let {11' A} denote the specification associated with p, z, 
and V (see Ref. 3, p. 16) defined by 

11'A (A,s) = L.,uA (dxlsnAC
), (2.5) 

where sen, AES, and A ' = {xeX(A): xu(snN)eA}. 
Definition 2.1: A probability measure on (008) is a 

Gibbs state for the specification {11' A} if 

o{11'A (A,s») = u(A) 

for every AES and every bounded Borel set A C Rd of positive 
measure. 

Definition 2.2: For an interaction V, bounded Borel sets 
A C A with positive Lebesgue measure, and seR x' the finite 
volume Gibbs density t1 (xls) is given by 

~ ( I ) - i exp[ - P V(xuYlsnA
C

)] - (d) rxxs - _ VA"A Y. 
X(X"A) Zx (snAC

) 

(2.6) 

Note that if/is S measurable and/(x) = /(xnA) for all xeO, 
then 

11'x (/,s)==f/(X),ux (dxls) = r /(x)t1 (xls)vA (dx). 
JX(A) 

(2.7) 

III. UNIQUENESS FOR ARBITRARY DIMENSION 

In this section we prove, for any P and z, uniqueness of 
the Gibbs state correspondng to an interaction V satisfying 
Condition 2.1. The method of proof is based on an applica­
tion of a result of Dobrushin (Ref. 1, Lemma 1) which we 
restate below for the convenience of the reader as Lemma 
3.1. 

Let (X,B x) be a measurable space and let,u I and,u2 be 
probability measures on (X,Bx)' The variation distance 
between the measures,u I and,u2 is defined as 

(3.1 ) 

If,u, and,u2 have respective densities PI andp2 with respect 
to a finite measure v on X, then defining P(Pl>P2) 
= P(,uI"u2)' we have 

P(PI,p2) =..!. r IPI (x) - P2(X) Iv(dx) 
2 Jx 

= 1 - L min(pI(x),p2(x»)v(dx). (3.2) 

Uniqueness of the Gibbs state for V, p, and z follows pro-

for each fixed positive integer k>ko, where ko is given by 
Condition 2.1. 

Lemma 3.1 (Dobrushin): Let (X) ,B) ,v) be a measure 
space forj = 1,2,3, and let 

3 

(X,Bx,V) = II (Xj ,B) ,vj ) 

)=1 

be the product measure space with measure v = VI X V2 X V3' 
Letpl( . ) andp2( . ) be densities with respectto V for prob­
ability measures on (X,B x). Consider the marginal densities 

p~ (XI) = f f i(XI,x2,x3)v2(dx2)V3(dx3) , 

P;'2 (X I,x2) = f i(XI,x2,x3)V3(dx3), for i = 1,2, 

and the similarly defined densities P; (x2 ), P; (X3)' 
P;'3 (XI,x3)' and pb (X2,x3) for i = 1,2. Suppose there exist 
conditionaldensitiesp; (xllx2,x3) andp;/2 (xl lx2) for which 

i(XI,x2,x3) = P; (X I IX2,x3)pb (X2,x3)' 

P;'2 (XI,x2) = P;12 (xdx2)p; (X2) (i = 1,2). 

Then 

p(p:'pi )<ap(pLp~) + a(l -p(pLpD), 

where 

a = sup PIP: ( • IX2,x3) ,pi ( . IX2,x3»)' 
XJ,xpXJ 
j= 1,2 

Let some integer k> ko be fixed and suppose n > k + 1. 
In the language of Dobrushin's lemma, we let 

(XI,BI) = (X(Ak),BAk )' 

(X2,B2) = (X(A k+ 1 ),BAk+ I)' 

(X3,B3) = (X(An \.Ak+ I ),BA."Ak +,)· 

For a configuration xeO, let 

(3.5) 

XI =xMk, x2 =xnAk+ I' X3 =xn(An \.Ak+ I)' 

The measure v of Lemma 3.1 is identified as 
v = VA XVA XVA 'A = VA because of (2.2). For 

" k+l II'k+1 " 

j = 1,2 let 

. exp[ - PV(XIUX2ux3Is,.)] 
P'(XI,x2,x3) = ZAn (S,.) , (3.6) 

vided where sl,s2eX(A~) are chosen arbitrarily. It follows that 

lim sup 111' A (f,s) - 11' A (f,t) I = 0 
n-+ co s.teO II " 

(3.3) 

for any bounded S-measurable function / which satisfies 
lex) =/(xnA) for some bounded set ACRd and all xeO 
(see Lemma 9.3, Ref. 3). From (2.7) and (3.2), Eq. (3.3) 
holds as long as 

lim supp[r~:( . Is),r~:( . It)] = 0 
n-", ' ..... 0 

(3.4) 
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(3.7) 

(3.8) 

(3.9) 

Lemma 3.2: Let V satisfy Condition 2.1. Then for any 
P,z>O, SI,s2eX(Ak ),k>ko, and ye(Ak _ I ), 

David Klein 2873 



                                                                                                                                    

exp[ - ,8V(0kuyls2)] 

ZA
k 

(S2) 

exp[ -,8V(0kuylsl)] 
>exp( -cz) , 

ZA
k 

(SI) 
(3.10) 

where 0 k is the empty configuration in Ak and c is given in 
the definition of Ak • 

Proot Since V is positive, V(0kuyls2)< V(Ykuyls2) for 
any YkeX(Ak). It follows that 

1 1 
exp[ - ,8V(0kuyls2) ]VAk (dYk )VAk _1 (dy) 

X(Ak _ I) X(Ak) 

> 1 1 exp[ - ,8V(Ykuyls2)] 
X(Ak_ I) X(A.) 

XVAk(dYk)vAk_1 (dy). 

From (2.2) it follows that 

1 
exp[ -,8V(0kUYls2)]VAk_1 (dy) 

X(Ak _ l ) 

> [VAk(X(Ak»]-IZAk(S2) =exp( -CZ)ZAk(S2)' 

(3.11 ) 

Also 

ZAk(SI) =1 ·1 exp[ -,8V(0kuylsl)] 
X(Ak_ l ) X(Ak) 

X exp [ - ,8V(Yk IJIl..ISI)] VAk (dYk)v Ak_ I (dy) 

>1 exp[ - ,8V(0kuylsl) ]VAk _
1 
(dy), 

X(A k _ l ) 

(3.12) 

because 

From Condition 2.1, 

V(0kuylsl) = V(0kuylsl) = V(y). (3.13 ) 

Combining (3.11)-(3.13) gives 

ZA. (SI»1 exp[ - ,8V(0kuyls2)]VA._ 1 (dy) 
X(A k _

l
) 

>exp( -CZ)ZA.(S2)' (3.14) 

Now combining (3.13) and (3.14) yields the desired result. 
This completes the proof. 

Lemma 3.3: Let V satisfy Condition 2.1. Then for any 
,8,z > 0 there exists an h > 0, independent of k such that 

p[PI( . IX2,x3),p2( ·IX2,x3) ]<1 - h, (3.15) 

for all SI,s2,x2,x2,x3,x3' 
ProotSince VispositiveandAk has Lebesgue measurec 

foreachk, 

sup 1 exp[ -,8V(xlsnAk)]VAk (dx) < 00. (3.16) 
k;;.ko X(A.) 

""n 
For any interaction V and any sen, 

exp[ -,8V(0k IsnAk)] = 1, 

where 0 k is the empty configuration inAk. Thus 
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inf 1TA ({0k },t)=h. >0. 
k;;.k" • 

(3.17) 
lEn 

From the consistency3 of the specification, 

1TA• ({0k },s) = J 1TA• ({0k }, t)1TAk (dt,s»h., (3.18) 

for any seX(Ak). Hence, 

1TA• ({0k },s) 

= r exp[ -,8V(0k U(ynAk _.)ls)] 

){0k }UX(A._ I ) ZA
k 
(s) 

( 3.19) 

Combining (3.10) with (3.19) and (3.9) yields 

r min [PI (x l lx2,x3),p2(xl lx2,x3)]V Ak (dx , ) 
){0.}vX(Ak_

l
) 

>h, exp( - cZ), (3.20) 

for all SI,s2,x2,x2,x3,x3' Now combining (3.20) with (3.2) 
gives (3.15) with h = hi exp( - cZ). This concludes the 
proof. 

Lemma 3.4: Let V satisfy Condition 2.1 and let,8,z > O. 
For any integers nand k with n>k + 3> ko + 3 and any 
s,ten, 

p[r~:( . Is),r~:( . It)] 
<(l-h)p[r~:+I( 'Is),r~:+l( 'It)], (3.21) 

where h is given by Lemma 3.3. 
Proot With the identifications (3.5)-(3.9), the term a 

in Lemma 3.1 is zero for any choices of k>ko and n>k + 3 
because of Condition 2.1 (b) . 

From Lemma 3.3 we obtain a<1 - h, where h is inde­
pendent of k and n. Applying Lemma 3.1 together with 
(3.7) and (3.8) then gives 

p(r~:( 'Is),r~:( ·It») 

< (1 - h )p(r~~+ I ( . Is),r~~+ I( . It»). (3.22) 

But 

p(r~~+I( 'ls),r~~+I( 'It»)<p(r~:+I( 'ls),r~:+I( • It»), 

(3.23) 

because Ak + leAk + •. The proof is completed by combin­
ing (3.22) and (3.23). 

Theorem 3.1: Let V satisfy Condition 2.1. Then for any 
,8,z> 0, there is at most one Gibbs state for V. 

Proot A simple induction argument together with 
(3.21) shows that given any positive integer I,n can be cho­
sen large enough so that 

sup p [r~k ( • Is),r~k ( • It)] 
S,IeO II ,. 

<(l_h)/supp[r~k+I( 'ls),r~k+I( 'It)]. 
s,leD II It 

Equation (3.4) now follows by letting n and I go to infinity. 
This concludes the proof. 

Remark 3.1: Existence of Gibbs states for interactions of 
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the type considered here can be established using the meth­
ods of Refs. 3 and 7. 

IV. THE ONE-DIMENSIONAL CASE 

In this section we consider the question of uniqueness of 
the Gibbs state for allp,z > 0 in the special case d = 1. When 
d = 1, Theorem 3.1 specializes to the following result for 
translation-invariant interactions. 

Corollary 4.1: Let d = 1 and suppose Vis a translation-
invariant, finite-range, positive, superstable interaction. 
Then V has a unique Gibbs state for all positive P and z. 

Proof: From the definition of Ak in Sec. I, Ak is the 
interval of length ck centered at the origin of R I . Choose c to 
be a number at least twice as large as the range of V. With this 
choice of c, V satisfies Condition 2.1 and the result follows 
from Theorem 3.1. 

Remark 4.1: Using different methods, this result was 
already established as a special case in Ref. 8 and subse­
quently in Sec. II of Ref. 6, where it was proved but not 
explicitly stated. 

Conditions on the interaction other than those imposed 
by Corollary 4.1 have been studied in regard to the question 
of uniqueness of the Gibbs state for d = 1. In Ref. 5 unique­
ness was proved for infinite range, translation-invariant (not 
necessarily positive), superstable interactions for which 
there is an nobody hard-core restriction for some n>2. Pre­
viously, Dobrushin l proved uniqueness and related results 
with similar restrictions for the important case n = 2. 

In Ref. 6 an incorrect proof was given for uniqueness of 
the Gibbs state for finite-range, superstable interactions (not 
necessarily positive). With minor modifications, the proof 
establishes the following. For any p,z > 0, let Vbe an interac­
tion, at least one of whose Gi»bs states is supported on 

where 

Um = {sen: Isn[n,n + 1)1<m for all integers n}. 

Then exactly one Gibbs state for V is supported on U ao for 
eachp,z>O. 

For translation-invariant interactions, the condition 
that a Gibbs state for V is supported on U ao evidently re­
quires a hard-core restriction of the type considered in Refs. 
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5 and 6. But when translation invariance of the interaction V 
is not required, then one would expect some Gibbs state for V 
to be supported on U ao provided an external repulsive force 
(i.e., one-body interaction) increases sufficiently rapidly as 
the distance from a particle to the origin increases. Alterna­
tively if Vis such that the repulsion between nearby particles 
increases sufficiently rapidly as their distance from the ori­
gin increases, one might also expect some Gibbs state for V to 
be supported on U ao • As a simple example of a nontransla­
tion-invariant interaction whose unique Gibbs state is sup­
ported on U ao , but which is not of a type considered in any of 
the previous references, we give the following. 

Example 4.1: Let VI be any finite-range, superstable in­
teraction. For any fixed positive integers k and N and any 
x = (xI, ... ,xN )enF , let 

<I>~ (x) 

if max Ix; -x·1 < 1 
ij J 

otherwise. 

For any xenF define 

V(x) = V1(x) + L <I>~(y). 
yC% 

IYI=N 

and x ¢ [ - k,k ], 

Then any Gibbs state for V is supported on U 00 , and conse­
quently by the method of Ref. 6, the Gibbs state for V is 
unique for any p,z > o. 
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C.ntr .... lmlt th.orems on groups 
P.A. Melloa) 

Instituto de FIsico, Universidad Nacional Autonoma de Mexico, Mexicob
) 

(Received 4 March 1986; accepted for publication 28 July 1986) 

The probability density P N of the product of N statistically independent (and identically 
distributed, each with probability density PI) elements of a group is studied in the limit N ..... 00. 

It is shown, for the compact groupsR(2) andR(3), thatpN ..... l as N ..... 00, independently of PI' 

It is made plausible that a similar behavior is to be expected for other compact groups. For 
noncompact groups, the case of SU ( 1,1 ), which is of interest to the physics of disordered 
conductors, is studied. The case in which PI is isotropic, i.e., independent of the phases, is 
analyzed in detail. Whenpi is fixed and N> 1, a Gaussian distribution in the appropriate 
variable is found. When the original variables are rescaled by 1/ N and the limit N ..... 00 is taken, 
keeping the ratio of the length of*e conductor to the localization length fixed, an explicit 
integral representation for the resulting probability density is found. It is also exhibited that the 
latter satisfies a "diffusion" equation on the group manifold. 

I. INTRODUCTION 

The central-limit theorem I (CLT) is one of the most 
powerful results in the theory of statistics and has very im­
portant consequences in many physical problems. It studies 
the distribution of the sum x of N statistically independent 
random variables x;, 

N 

X= LX;, 
;=1 

(1.1 ) 

in the limit when N ..... 00. With only very general assump­
tions on the individual distributions, it states that 
S = (x - x)/(var x) 1/2 (with x = ~IXjO var x = ~; var x;) 
becomes a Gaussian variable with zero centroid and vari­
ance 1. An alternative statement is that, under successive . 
convolutions, a distribution finally approaches a Gaussian 
limit. The power of the theorem lies in the insensitivity of the 
asymptotic distribution to the distributions of the individual 
x/so 

The standard proof of the CLT uses the fact that the 
Fourier transform (FT) of a convolution is the product of 
the individual FT's. One then finds, for the limit of that 
product when the number N off actors grows, a Gaussian in 
k (the variable conjugate to x), which implies a Gaussian 
inx. 

Alternatively, we can rephrase the above problem in the 
following language. Consider, along some axis, successive 
translations T(x; ) by the amount x;, and designate by T(x) 
the resulting translation by the amount x = ~f= I x;. Equa­
tion (1.1) is then equivalent to 

T(x) = T(x l ) •• , T(xN). (1.2) 

The T(x t )'s are the elements of the translation group T I • 

If D denotes any representation of TIO (1.2) implies 

D(x) =D(x l ) ••• D(xN) . (1.3) 

Call P N (x) the probability density of x and assume for 

a) Also at Departamento de Fisica, U.A.M.-Iztapalapa, Mexico, and fellow 
of the Sistema Nacional de Investigadores, Mexico. 

b) Mailing address: Instituto de Fisica, UNAM, Apartado Postal 20-364, 
Delegacion Alvaro Obregon, 01000 Mexico D.F., Mexico. 

simplicity that all the x; 's have the same probability density 
PI (x;). Averaging both sides of (1.3) we then have 

(D)N=(J)f, (1.4) 

where we have used the notation 

(D)I = J D(x)PI(x) dx, ( 1.5a) 

(1.5b) 

In particular, if D is the unitary irreducible representa­
tion e;kx, the problem reduces to finding the limiting form of 
(e;kx)f, and then inverting the FT to obtainpN(x). 

There is a problem of current physical interest that can 
be formulated precisely in the above language and that moti­
vated the present investigation. It is the one-dimensional 
problem of scattering by a succession of N random scat­
terers.2 The scattering by the ith center can be represented by 
a 2 X 2 transfer matrix R;, which, from flux conservation and 
time-reversal invariance, must be pseudounitary and uni­
modular. The collection of matrices R; forms the group 
SU ( 1,1) (see Refs. 3 and 4), which is a noncompact group 
homomorphic to the Lorentz group SOC 2, 1). The resulting 
transfer matrix R can be written as 

( 1.6) 

This equation has the same structure as ( 1.2). Suppose 
that we consider the individual transfer matrices R; 
(i = 1, ... ,N) as statistically independent and that we pro­
pose, for each one of them, the same probability density 
PI (R;). The problem is to find the distributionpN(R) of the 
resulting R of (1.6) and study whether in the large-N limit 
the answer is independent of the input PI (R; ). If this were 
so, we would have a CLT on the group SU (l, 1), just as the 
ordinary CLT can be associated with the group T I • 

The above concepts can actually be studied in connec­
tion with an arbitrary group, so that, besides its physical 
applications, the problem has an intrinsic mathematical 
interest. 

The above questions have previously been addressed in 
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the literature by several authors.5-9 For instance, in Ref. 
7(a) it is shown that a strong law of large numbers is valid 
for the elements Rij of the R of (1.6), in the sense that 
N-IlnRj" ...... a (where a is a constant) with probability 1, 

v •• 
provided the elements of the Rn 's (n = 1, ... ,N) are posltlve 
and bounded away from 00 and 0 in an appropriate sense. In 
Ref. 7 (b) a law oflarge numbers is shown in connection with 
matrices belonging to a noncompact semisimple Lie group. 
In Ref. 8 a CLT is proved for the amplitudes of plane waves 
traveling in a semi-infinite isotopically disordered harmonic 
chain; the theorem is then applied to the problem of heat 
conduction in disordered harmonic chains. 

Despite of the extensive literature in connection with 
this problem, we thought that the simplicity and appeal of 
the spectral analysis4 employed here, as well as the direct 
applicability to physical problemsl.x0f some of the explicit 
results that we obtain, made it w6r'thwhile to publish the 
present article. 

We thought that it would be easier to first study a CLT 
in the case of compact Lie groups. The groups R (2) and 
R ( 3) are studied in detail in Secs. II and III, respectively, 
following a line of thought that parallels very closely the one 
given above for Tto Eqs. (1.2)-( 1.5). The analysis is actually 
generalizable to other compact groups, and this is indicated 
at the end of Sec. III. 

In Sec. IV we make some considerations for the ordi­
nary CL T. The study of a CLT on SU ( 1,1), the main contri­
bution of the present paper, is carried out in Sec. V, again in 
close parallel to that on TI outlined above. This is the only 
nontrivial noncompact group that we have studied so far. 

Finally, we give in Sec. VI a summary ofthe results and 
some perspectives for future investigations. 

II. THE CLT AND THE GROUP R(2) 

The group elements are of the form 

R(~)=(co~~ Sin~). 
-sm~ cos~ 

(2.1 ) 

We construct the product of N such group elements R j 

= R(~j): 

(2.2) 

Suppose that ~1'~2""'~N are statistically independent, 
all distributed with the same differential probability dPI (~j) 

= PI (~I )d~;l21r, where the probability density PI (~j) is a 
non-negative function defined on the unit circle. We consid­
er the resultant R as defined by (2.2) (without the normali­

zation/actor 11$ of the familiar CLT) and inquire about 
the resulting probability density P N (~) in. the limit N ...... 00 • 

We can perform a Fourier decomposition of PI (~) and 
P N (~) in terms of the unitary irreducible representations 
ejm~ of R(2): 

'" 
PI(~)= L ejm~(e - jm~) 1 , (2.3a) 

m= - 00 

'" 
PN(~) = L elm~ (e-jm~)N' (2.3b) 

m= - co 
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where 

(2.4a) 

(2.4b) 

tf we know (e - jm~) N' we can thus evaluate P N (~). 
Similarly to (1.3) we can write 

(2.5) 

Averaging both sides of (2.5) we obtain,just as in (1.4), 

(ejm~)N = (ejm~)f. (2.6) 

From Appendix A we have the strict inequality 

l(ejm~)11 < 1, m:;fO. (2.7) 

Thus, form:;fO, (ejm~)f ...... OasN ...... 00. Only m = o survives, 
giving 

The resulting probability density P N (~) is then 

PN(~) ...... I, 
N-", 

regardless of the individual distributionpl(~j)' 
The differential probability 

dPN =d~/21r 

(2.8) 

(2.9) 

(2.10) 

is thus proportional to the invariant or Haar's measure of 
R (2), in agreement with the results of Refs. 5 and 6. 

Since the group R (2) is compact, repeated convolutions 
ofpl(~j) with itself thus tend to fill the whole space avail­
able, with a resulting probability density that is proportional 
to the invariant measure of the group, regardless of the initial 
PI(~j)' 

We would like to describe an alternative point of view 
that emphasizes the idea of convolution. 

Suppose that we have convolutedpl(~) with itself N 
times, giving a result P N (~). If we convolute once more, we 
have 

(2.11) 

Suppose that P N (~) indeed approaches a limit as 
N ...... oo,ie., 

lim PN(~) =p(~). (2.12) 
N_", 

Then Eq. (2.11) gives 

p(~) = f Pl(~I)P(~ - ~I) ~~, for all Pl(~I)' (2.13) 

This integral equation has to be satisfied by the limiting 
form p( ~) in question, independently of PI (~I)' Result 
(2.9), i.e., p(~) = 1, is certainly such a solution,because 
fpld~1/21r = 1. To convince ourselves that this is the only 
solution, we Fourier transform both sides of (2.13): 

(im~) = (ejm~)I(elm~) . (2.14) 

If (elm~) were nonzero for a set of m's, we could divide 
both sides of (2.14) by (ej~), with the result that 
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(ejm~) I = I for all those m's and for arbitrary PI' But accord­
ing to (2.7) this can only happen for m = 0, so that (ejm~) 
can be nonzero only for m = 0, i.e., 

(ejm~) = 6mO , (2.15) 

and, from (2.3b),p(l,6) = const. 
For a presentation of a CLT in the language of Eq. 

(2.13), the reader is referred to Ref. 11, where generaliza­
tions to dependent variables are studied. 

III. THE CLT AND THE GROUP R(3). MORE GENERAL 
COMPACT GROUPS 

We denote by Rj (i = I, ... ,N), N elements of the group 
R (3) and construct the product 

(3.1 ) 

We suppose that RI, ... ,RN are statistically independent 
and all distributed with the same differential probability, 
which we write as 

(3.2a) 

In (3.2a),PI (R j ) is a non-negative function defined on the 
group manifold and dp,(R j ) is the invariant or Haar's mea­
sure of R (3). 

Again we inquire whether the resulting differential 
probability 

dPN(R) =PN(R)dp,(R) (3.2b) 

has a limiting form as N - 00. 

We can perform a "Fourier decomposition" ofpN(R) 
andpl (R) in terms of the unitary irreducible representations 
D~m' (R) of R(3): 

PI(R) = L D~m,(R)(D~m,)T, 
Imm' 

PN(R) = L D~m,(R)(D~m')~' 
Imm' 

where 

(D~m')1 = J D~m,(R)PI(R)dp,(R), 
(D~m')N = J D~m,(R)PN(R)dp,(R). 

(3.3a) 

(3.3b) 

(3.4a) 

(3.4b) 

The D~m' are orthogonal under the measure dp,(R), 
which we assume normalized, i.e., Jdp,(R) = 1. 

For the / representation we can write, from (3.1), 

D1(R) =D1(R I ) ... D1(R n ). (3.5) 

We now multiply both sides of (3.5) by 
PI (RI)dp,(R I )" 'PI (RN )dp,(RN) and integrate, On the rhs 
we obtain (D 1)1", using the notation of (3.4a). On the other 
hand, the lhs can be considered as defining the integral 
JD1(R)PN(R)dp,(R) [where PN(R) is our unknown], 
which we denote as (D I) N' using the notation of (3.4b). We 
thus have 

(3.6) 

Knowing (D1)N 'V /, we can recover PN(R) through 
(3.3b). 

It is proved in Appendix B that the matrix (D I) is strict-
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ly "subunitary" for / ;6 0, in the sense that for an arbitrary 
normalized (21 + l)-dimensional vector u, we have 

Ut(DI)t(DI)U < I, 1;60. (3.7) 

It is also proved that (D ) 2 is even "more subunitary" than 
(D ), in the sense that 

ut [ (D 1)2]t[ (D 1)2]U < ut(D l)t(D I)U, /;60. 

(3.8) 

If we choose uJ = 6]0 (3.8) gives 

(3.9) 

Thus the quantity l:k 1 [ (D I)N] kj 12, I ;60, decreases 
with N and tends to zero as N - 00. Since it is a sum of 
squares, each term tends to zero, which means 

(D1)N=(Di)1" - 0, 1;60. 
N_«> 

The only I that survives is thus I = 0, i.e., 

(DO)N = I, 

so that (3.3b) gives the probability density 

and hence the differential probability 

dpN(R) - dp,(R). 
N-oo 

(3.10) 

(3.11 ) 

(3.12) 

(3.13 ) 

Just as in the previous section, we reach the conclusion 
that successive convolutions of a given probability density 
finally end up with the invariant measure of the groUp.S.6 

We would now like to describe the situation in a lan­
guage that emphasizes the idea of convolution, just as we did 
for R(2). 

The convolution h(R) of two functions /(R),g(R) de­
fined on R, will be taken as 

heR) = J /(RI)g(R 1-IR)dp,(RI ) , (3.14) 

which is a generalization of the ordinary concept. If D is a 
representation of the group, one can easily show from (3.14) 
the "convolution theorem" 

(D ) h = (D ) f (D ) g • 

Here 

(D)f = J D(R)/(R)dp,(R) , 

and similarly for (D ) g and (D ) h • 

(3.15) 

(3.16) 

Let us recall Eq. (3.5) for the particular case N = 2. As 
we mentioned right after that equation, the lhs of (3.5), mul­
tiplied by PI (R I )ap,(R I )PI (R2)dp, (R2) and integrated, was 
taken there as defining JD 1(R)P2(R)dp,(R). We now see 
that this is equivalent to definingp2(R) as the convolution 
(3.14) of PI with itself. 

Let us thus assume that we have convolutedpl (R) with 
itself N times, giving a resultPN(R). If we convolute once 
more we have 

(3.17) 
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Suppose that PN(R) indeed approaches a limit as 
N ..... 00, i.e., 

lim PN(R) =p(R). (3.1S) 
N-", 

Then Eq. (3.17) gives 

peR) = f Pl(R1)p(R l-·R)dj.L(R.) , for all p.(R.) . 

(3.19) 

This integral equation has to be satisfied by the limiting 
form in question, independently Ofpl(R1). Result (3.12), 
i.e., p(R) = 1, is certainly such a solution, because 
fp.dj.L(R.) = 1. 

In this case we have not succeeded in actually finding 
the solution of Eq. (3.19) by ''Fourier transforming" both 
sides of the equation, i.e., by multiplying (3.19) by D'(R) 
and integrating over R, as we did for R(2). If we perform 
that operation, we obtain 

(D') = (D').(D ' ) . (3.20) 

If, for a set of I 's, (D ') is nonsingular, then (D '). = I 
for those I's and for allPl'S. But, according to (3.7), this can 
only happen for I = 0, so that (D ') can be nonsingular only 
for I = 0. We thus reach the conclusion that 

peR) = 1 + f D~.m· (R)(D~.m·)*' 
1=. 

(3.21 ) 

m,m' 

with det(D ~m') = 0, I> 1. From this argument we cannot 
conclude that (D ~m') = 0, I> 1. 

The above ideas can be generalized to other compact 
groups, at least the unitary and the orthogonal ones, if I is 
taken to represent the index of the unitary irreducible repre­
sentation and m its row. A spectral analysis, as in Eq. (3.3), 
can be done quite in general. The sum is over all unitary 
irreducible representations, including the "scalar one" 
1= 0, that assigns 1 to every element of the group. One again 
finds, as in (3.10) and (3.11), that the scalar representation 
is the only one that survives as N ..... 00, and hence the Conclu­
sion (3.13) that the differential probability tends to the in­
variant measure of the group. Equation (3.19) is valid more 
generally, too. Again we see thatp(R) = 1 is a solution of 
that equation, but we have not been able to prove that that 
solution is unique. 

IV. THE. CLT AND THE GROUP T1 
' .. 

This is the standard CLT that was outlined in the Intro­
duction. The purpose of this section is to indicate a few con­
siderations that we want to contrast with the analysis pre­
sented in Sees. II and III on compact groups and in the next 
section on the noncompact group SU ( 1,1). 

Calling, as before, PN(X) the probability density of 
x = x. + ... + X N' we first look for the asymptotic form of 
PN(X) for N>1. We assumep.(xi ) to be centered at the 
origin, and use the notation 

(e- ikx). = e",(k) (4.1) 

for the complex conjugate of the quantity occurring in 
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(1.5a); r/I. (k) is the "cumulant generating function" • of 
P. (x), which, when (X)l = 0, can be written as 

k 2 ik 3 

r/I.(k) = --a2+-K3 - ... (4.2) 
2! 31 ' 

where a2 oK3'"'' are the second, third, ... , cumulants ofp. (x). 
The asymptotic form of 

PN(X) = - eikx + N",(k) dk, 1 f'" 
217' - '" 

(4.3) 

for N> 1 can be easily found using the saddlepoint approxi­
mation. A similar procedure will be followed in Sec. V for the 
group SU ( 1,1 ). Calling 

w(k) = ikx + Nr/ll (k) , (4.4) 

the saddle ko satisfies w' (ko) = 0, so that 

r/I~ (ko) = - ix/N. (4.5) 

Suppose Ixi ~O(.fN'>. Then Ir/I~ (ko)1 <1 if N> 1; from 
( 4.2) we then find 

kozix/Na2, (4.6) 

so that the saddle point is very close to the origin. The inte­
gral through the saddle is then approximately 

P (x) __ ew(k,,) =---,---,.". l' [ 217' ] 1/2 e - x"l2Nu' 

N - 217' Iw"(ko)1 (217'Na2)1/2 ' 
(4.7) 

the familiar result. 

As we increase the number N of convolutions, the result­
ing probability density PN(X) stays centered at the origin, 
but since T. is noncompact, PN (x) becomes wider and wider 
and tends to zero at every x as N ..... 00. However, if we nor­
malizepN(x) to its value at the origin, i.e., 

(4.S) 

we obtain a function that in any fixed interval tu becomes as 
close to 1 as we please by taking N large enough. The reason 
for this behavior is that only a small region around the saddle 
ko of (4.6) contributes effectively to the integral, if N> 1; 
since Ikol < 1, eikoxzconst gives the dominant contribution. 
This result, which implies that the differential probability is 
proportional to dx, which is Haar's measure in this case (in 
great similarity with the behavior of compact groups studied 
in the previous sections), is, however, a peculiarity of T. and 
is by no means a general behavior of noncompact groups. In 
the next section we shall see the corresponding behavior for 
the group SUe 1,1). 

We can gain more insight into the above situation by 
describing it from the point of view of convolutions, just as 
we did in the previous sections for compact groups. At the 
(N + 1 )st convolution we have 

PN+. (x) = f: '" Pl(X.)PN(X -x.)dx1 • (4.9) 

We divide both sides by PN(O) and define qN(X) as in 
(4.S): 

PN+t<O) f'" ;;";;';"":"";;"-qN+. (x) = Pl(X.)qN(X -x.)dx1 • (4.10) 
PN(O) - '" 

Assuming that, as N ..... 00, the limits 
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lim b(X) = q(x) , (4.11) 
N_oo 

lim PN+.(O) =K (4.12) 
N_oo PN(O) 

exist, then q(x) must satisfy the integral equation 

Kq(x) = f:ooPI(XI)q(X-XI)dXI' (4.13) 

We know a posteriori, from (4.7), that K = 1: then 
q(x)==1 indeed satisfies (4.13) for arbitrary PI(X), That 
K = 1 and q(x) == 1 is the only possibility can indeed be seen 
by assuming that the limit (4.11) is independent 12 of PI (XI)' 
Fourier transforming both sides of ( 4.13) we have 

K (e1kx) = (e1kx)l(eikx) , (4.14a) 

where 

(e1kx) = f q(x)e1kx dx , 

(eikx) I = f PI (x)e1kx dx. 

( 4.14b) 

(4.14c) 

If there were a range 11k for which (e1kx) :;60, we would 
have K = (eikx) I for that 11k. If PI is arbitrary, its Fourier 
transform does not have to be constant over that 11k. Then 
(e1kx) can only be nonzero at one isolated point ko, i.e., 

(e1kx) = qc:P(k - ko) . (4.1S) 

Integrating (4.14) in a small region around ko we then have 

K= (ei/coX)I' (4.16) 

expN",(kl$) --+ - k 2a212, 
N_oo 

whose inverse Fourier transform is (4.19). 

v. THE CL T AND THE GROUP SU(1,1) 

We present in Appendix C an outline of the properties of 
the group SU ( 1,1) that will be needed in what follows. We 
thus refer the reader to that appendix for the relevant con­
cepts and for the notation employed in this section. 

The CL T problem can again be posed in the language 
used in Sec. III, Eqs. (3.1) and (3.2). Now Ri (i = 1, ... ,N) 
andR denoteelementsofSU(1,I) [Eqs. (C2)] anddJL(R) 
the invariant measure ofEqs. (CI2) and (CIS). 

Just as we did in Eqs. (3.3), using (C9) and (C2S) we 
can now spectral analyze PI (R) and PN (R) in terms ofthe 
unitary irreducible representations D ~m' (R) of SU ( 1,1): 

PI(R) = L L D~m,(R)(D~m,)rWk 
D ± k= 1.3/2 •... 

mm' 

+ ~ L roo D :t;.,+ is(R) (D 112+ is)rw(s)ds , 
ettn mm' Jo 

(S.la) 

PN(R) = L L D~m,(R)(D~m')~ Wk 
D ± k = 1.312, ... 

mm' 

+ ~ L roo D :t;.,+ is(R) (D 112 + is)~w(s)ds , 
etta mm' Jo 

(S.lb) 
[Notice that if (4.1S) were replaced by the sum where we have used the symbols 
~Iqi~(k - k i ), (eikx ) I would have again to take the same 
value K at all those ki 's.] The inverse Fourier transform of (D ~m' ) I = f D ~m' (R )PI (R )dJL (R) , 
(4.1S), q(x), is then 

(S.2a) 

q(x) = (qol211')ei/coX. (4.17) (D~m')N = f D~m,(R)PN(R)dJL(R), (S.2b) 

But q(x) must be real and positive, so that ko = 0 and thus 
K= l·andq(x) =const. 

Qualitatively it is very clear why K = 1: since P N (x) has 
a variance Na2 (and hence a width ..IN(?), PN (0) 
-1I..JN(?, and 

K = lim [(N + l)a2INa2] 1/2 = 1 . 
N-oo 

This result depends very directly on the structure of the 
group. If the "expansion" of P N (x) as N grows were differ­
ent, K might differ from 1, and hence q = const would not be 
a solution of (4.13). This will indeed be the case for the 
group SU ( 1,1) to be studied in the next section. 

Let us now go back to the result (4.7). That result im­
plies immediately that, if instead of x we consider the renor­
malized variable 

S=xl$ , 

its probability density, as N --+ 00, is 

peS) = e - s'/2o'l,ffiiiiZ . 

( 4.1S) 

(4.19) 

The standard proof of (4.19) uses the fact that the Four­
iertransform ofp(S) can be obtained from thatofpN(x) by 
replacing k by k 1$; (4.2) then implies 
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which play the role of the "characteristic function" in the 
usual probability theory. I 

As noted in Appendix C, below Eq. (CS), these expan­
sions do not contain the trivial one-dimensional unitary rep­
resentation that assigns 1 to every group element. 

For the k th representation we have the equivalent of 
Eqs. (3.S) and (3.6), i.e., 

Dk(R) =Dk(R I ) ... Dk(RN)' 

(Dk)N = (Dk)f. 

(S.3) 

(S.4) 

Introducing (S.4) in (S.lb) we have, in prihciple, the 
exact answer forpN(R), for any givenpI(R). 

We have been able to study in detail the case in which 
the initial probability density PI (R) is isotropic, i.e., indepen­
dent of the anglesJL,vofEq. (ClO), i.e., 

PI(R) =PI(P) . (S.S) 

This is the case that we analyze in what follows. 
Due to the structure (CI6) of D~m' and the fact that 

- 11'<JL, v< 11', an isotropic PI (R) implies that the expecta­
tion values (D~m')1 of (S.2a) are all zero, except when 
m = m' = O. From the classification given in (C4 )-( CS) we 
thus see that the only representations that give a nonzero 

P.A.Melio 2880 



                                                                                                                                    

(D !.m' ) 1 are those that belong to the continuous class, for 
the integral case C ~ (only the principal interval k = ! + is is 
relevant): for them, the only nonzero matrix element is the 
m = 0, m' = Ooneand,from (5.4),itsNthpoweristheonly 
nonzero matrix element of (D !.m' ) N' All the other represen­
tations give identically zero matrices for (D !.m' ) 1 and 
(D !.m') N' In conclusion, for the only relevant representa­
tions k = ! + s we have 

(D 1/2 + Is) - ~ 8 (D 112 + Is) 
mm' 1 - Umo m'O 00 I , 

(D 1/2 + Is) ~ ~ (D 1/2 + Is)N 
mm' N = UmOUm,o 00 I , 

(5.6a) 

(5.6b) 

showing that if PI (R) is isotropic [Eq. (5.5)], the resUlting 
PN(R) also is [see also Appendix C, Eq. (C39)]. 

From (CI6)-(CI8) we write the relevant representa­
tion as 
D:f? + 1s(p,,p,V) = :zF1 (! + is, ~ - is; 1; - p) =1. (p) , 

(5.7a) 
and we now indicate some of its properties. 

The function I. (p) satisfies the differential equation3 

~ [PO +p) 81.(P)] + (S2 + 1.)1. (p) = O. 
8p 8p 4 

(5.7b) 

Due to the symmetry of the hypergeometric function 
:zF1 under the interchange of its first two indices, it is clear 
from (5. 7a) that I. (p) isreal. Its series expansion in powers 
of p (for p < 1) isl3 

I.(p) = 1 - [sl + (!)2] p + [sl + (!)2] [sl + (V2] 

xp2/(2!)2 - .... (5.8) 
The above series, or one of the integral representations 

of 2FI valid for all p, shows that I. (p) is actually a function 
of sl. For s = 0 one can show that 

fo(P) = [(2/11')(1 +p)-1/2] K(p/O +p»), (5.9a) 
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where K is the elliptic integral defined in Ref. 13, so that 
fo(P) is always positive. The asymptotic behavior of fo(p) 
forp> 1 is 

!o(p)-(lnp)/(11'p l/2) , p>l. (5.9b) 

From the asymptotic form (CI9) we see that for s#O 
I. (p) oscillates around the value zero, with a wavelength 
that decreases as s increases. The behavior of I. (P) has been 
plotted for various values of s in Fig. 1. 

In terms of the functions I. (p) we can write the expan­
sion (5.1) as 

PI(P) = L" I. (p) (I. )IW(S) ds, 

PN(P) = L" I.(p) (I. )NW(S) ds, 

with w(s) given by (C21b), i.e., 

w(s) = 2s tanh 11'S, 

and (I.)N = (I.)f, where 

(1.)1 = L" I. (p)PI(p)dp=FI(s) =e""(S) , 

(5.lOa) 

(5. lOb) 

(5.11) 

(5.12a) 

The analysis that follows parallels very closely the one 
given in the last section for the usual CLT, starting with Eq. 
(4.3), which has its equivalent, forSU( 1,1), in Eq. (5.lOb). 

Before proceeding, though, we shall use the functions 
F(s) and "'(s) defined as in Eq. (5.12) for an arbitrary pep), 
to define the equivalent of moments and cumulants of the 
usual probability theory. I 

It will prove convenient to expand F and '" in terms of 

1.0 1.1 1.2 

FIG. I. Thefunction/s(p) ofEq. (5.7a) asa 
function of p, for s = 0, 0.5, 2, 5, 10. 
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the variable q [defined in Eq. (C3)], which, in the present 
case, is given by 

q=S2+!. (S.13) 

We notice from (S.8) that 

F(q = 0) = 1, !/J(q = 0) = 0 . (S.14) 

We can reexpress the expansion (S.8) of!. (p) as a pow­
er series in q, to get 

(S.lS) 

where, by using the procedure of Appendix F, one can show 

f/Jo(p) = 1 , (S.16a) 

f/JI(P) = -In(1 + p) , (S.16b) 

f/J2(P) = 2 [In(1 + p') dp' - 21nO +p), (S.l6c) 
o p' 

Averaging both sides of (S.lS) withp(p) we can thus write 

F(q) = f /-L" ~ , (S.lS') 
,,=0 n. 

where the "moments" /-L" are defined as 

/-L" = (f/J" (p» . 

We can also expand In F as 

!/J(q) = InF(q) = f K" q" , 
,,=1 n! 

where the "cumulants" K" are defined as 

KI =/-LI , 

K2 = /-L2 - /-Li , 

. . 

(S.17) 

(S.18) 

(S.19a) 

(S.19b) 

The cumulants Kn of Eq. (S.19) add under the convolu­
tion of independent variables. In particular, since 
KI = - (InO +p» = - (z) [see definition (C13b)], we 
have, for the probability densities PN (p) and PI (p) of Eq. 
(S.lO), 

(S.20a) 

The average of the variable z thus scales with N. The 
quantity (z) N is usually written in the literature as l4 

(Z)N = (-In T) = 2L/Lc, (S.20b) 

where L is the length of the conductor and Lc its localization 
length. 

A. The asymptotic form of PN(P) for p,(p) fixed and N~ 1 

Since PI (p) is kept fixed, (z) I [see definition (C 13b ) ] 
stays fixed, so that, from (S.20), L /Lc» 1. 

WewritepN(p) of (S.lOb) as 

1 foo PN(P) = 2" _ oo!. (p) eNI/J,(S)w(s)ds, (S.21 ) 

where we have used (S.12a) and the fact that the integrand is 
an even function of s. 
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We consider two cases. 
(a) p fixed. independent of N: Since N> 1, the exponen­

tial in (S.21) varies rapidly with s, while the other factors 
vary relatively smoothly. The integral is done in Appendix 0 
by the saddle-point approximation. 

The saddle So is real and close to the origin (So-liN) 
and the resulting P N (P) is 

N( 11"(fo) I )3/2 
PN(P) = (fO)1 NI(g)d fo(p) , (S.22) 

where g is defined, in an expansion of!. (p) around s = 0, as 

!.(p) =fo(p) +g(p)S2 + .... (S.23) 

Of course, (S.22) is not valid for arbitrarily large p: 
PN(P) eventually decays below the value given by (S.22)­
in order that P N (p) be normalizable [see also Eq. (S. 9b) ]­
and becomes wider and wider, thus approaching (S.22), as 
N increases. It is thus clear why, for all p, PN (P) of (S.22) 
tends to zero as N ...... 00 (notice that fo<' 1, from Fig. 1). The 
decrease to zero of (S.22) is exponential in N. However, if we 
normalize P N (p) to its value at the origin, we obtain a func­
tion q N (p) that in any fixed intervaillp becomes as close to 
!o(p) as we please by taking N large enough; i.e., 

(S.24) 

The reason for this behavior is that for N> 1 only a small 
region around the saddle So contributes effectively to the in­
tegral (S.21); since ISol « 1, !o(p) gives the dominant contri­
bution. Now we do not obtain a constant for qN (p) as in the 
case of TI (Sec. IV) because, as we noted right after Eq. 
(S.2), the one-dimensional representation that assigns 1 to 
every group element does not enter in the harmonic expan­
sion. What is common to the cases of TI and SU ( 1,1) is that 
it is the "smoothest" of the functions forming the complete 
set that dominates the behavior of q N in a fixed region, in the 
limitN ...... 00. 

Again, we can gain more insight by describing the above 
situation in terms of convolutions. 

The convolution of two functions f(R) and g(R) de­
fined on SU ( 1,1) is given by 

(S.2S) 

just as in (3.14) for R(3). Ifthe functions involved only 
depend on p, the explicit expression for the convolution is 
given in Eq. (C39). In the present case, suppose that we have 
convoluted PI (p) with itself N times, giving P N (P). If we 
convolute once more we have 

(S.26) 

Using the definition of qN(P) given in (S.24) we can 
write 

[PN+ 1 (O)/PN(O) ]qN+ I (p) = PI(P)*qN(P)· (S.27) 

Assuming that, as N ...... 00, the following limits exist: 

(S.28) 

lim [PN+ I (O)/PN(O)] = K, N-oo (S.29) 
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q(p) must satisfy the integral equation 

Kq(p) =PI(p)*q(p). (5.30) 

If K were equal to 1, q(p) == 1 would be a solution of Eq. 
(5.30), as can be seen from the convolution expression 
(C39). We know a posteriori, from (5.22), the value of K, 
i.e., 

(5.31) 

and since O</o(p)<1 for allp>O (see Fig. 1), O<K < 1. 
Therefore, q(p) == 1 is not a solution ofEq. (5.30). 

Result (5.31) for K, as well as the actual form of q(p), 
can actually be found just by assuming that the limit (5.28) 
is independentl2 of PI (P). Using the "convolution theorem" 
ofEq. (C42), we can write (5.30) as 

K (I.) = (1.)1(1.) , (5.32a) 

where 

(I.) = 100 

I. (p)q(p)dp , (5.32b) 

(5.32c) 

An argument similar to the one below Eq. (4.14) shows 
that (I.) must be of the form 

(I.) =qow- l (s)8(s-so) , (5.33) 

where the factor in front of the 8 function was introduced for 
convenience. Multiplying (5.32a) by w(s )ds and integrating 
over s in a small region around So we then have 

(5.34) 

We can now calculate q(p) knowing the coefficients 
( 5.33) in an expansion in terms of I. (p ), as 

q(p) = 100 

I. (p)(I.)w(s)ds = qo/s., (p) . (5.35) 

From Fig. 1 we see that the only I. (p) that is positive 
for allp is /0(P). Therefore, from (5.34) and (5.35) we have 

K= (/0)1' (5.36) 

q(p) a:: /o(p) , (5.37) 

just as in (5.31) and (5.24), respectively. 
We would now like to verify in a simple example that 

(5.36) and (5.37) are indeed solutions of (5.30). Suppose 
we take PI (p) = 8 (p - a). This is not a trivial case at all, as 
it would be for the normal CLT, because now we still have 
the angles p" v, in which PI (p )dp,(R) is isotropic. Indeed, 
the repeated convolution of PI with itself [Eq. (C39)] is a 
nontrivial operation. Let us substitute, in Eq. (5.30), 
PI(P) = 8(p - a), q(p) =/o(p), K =/o(a), making use of 
(C39). We obtain 

/o(a)/o(p) =_1_[ /o(p+a+2ap 
21T - 1T 

- 2~a(a + 1) ~p(p + 1) cos 2p,) dp" 

(5.38) 

which, from (C45), is indeed an identity. 
(b) l<lnp-N: In the integral (5.21) we shall employ 

the asymptotic form (for p> 1) of I.(p) given in (CI9b) 
and (CI9c) that we reproduce here 
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I.(p) =2Re[g(s)eislnplv'P] , p-oo, 

where 

g(s) = r(2is)/[r(! + is)]2. 

(5.39a) 

(5.39b) 

Again, w(s) is given by (5.11). Sincelnp-N, the integrand 
in (5.21) oscillates rapidly as a function of s, so that we shall 
do the integral by the saddle-point approximation. The de­
tails are shown in Appendix E. Here we reproduce only a few 
salient features. 

Since we want In p - N> 1, we write 

z=aN+x, (5.40) 

wherezis related top as in (CI3), a is fixed andx<N. 
From (5.21) and (5.39) we can write the probability 

density of x as 

qN(X) = - e(aN+x)/2 Re eW(S) ds. 1 foo 
2 -00 

The exponent w(s) in (5.41) is defined as 

w(s) = 8(s) + is(aN + x) + Nf/!l (s) , 

where 

e6 (S) = r( 1 + is)tanh 1Tsl [r(! + is)i~] 
andf/!I(s) is given in (5.12a). 

(5.41) 

(5.42) 

(5.43) 

The saddle point So is given by the solution to the equa­
tion 

w' (so) = 0 , (5.44a) 
or 

f/!i (so) = - ia - (8'(so) + ix)IN. (5.44b) 

Equation (5.44b) can be solved iteratively starting from 
the approximate solution Sa defined as 

f/!i (sa) = - ia. (5.45) 

A few iterations are shown in Eq. (El). 
In the complex s plane one deforms the path of integra­

tion, which is along the real s axis in Eq. (5.41), in order to 
pass through the saddle. It is easy to show that e6

(S) of (5.43) 
is an entire function of s. We also assume that PI (p) is such 
that the resulting f/!I(S) ofEq. (5.12a) is analytic in the re­
gion enclosed between the two paths of integration. We shall 
see later on examples in which this assumption holds. We 
can write (5.41) as 
qN (x) = ! e(aN + x)/2 Re(eW(s.,) [21T/( - w" (so»] 1/2) , 

(5.46) 
which takes the form given in Eq. (E7), once we substitute 
the values of w(so) and wit (so), The choice 

Sa = il2 + 8' (sa )INf/!i'(sa) (5.47) 

eliminates the term linear in x in the exponent of (E7), so 
that the result is a zero-centered Gaussian distribution for x. 
For the variable z [Eq. (5.40)], we thus get the probability 
density 

(5.48) 

a Gaussian, regardless of the shape of the original distribu­
tion PI (p). The quantities a and b in (5.48) are given by 

_ . (af/!I (S») a-I -- , 
as s=;/2 

(5.49) 
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(5.50) 

In Appendix F it is proved that "'1' (sa) is real and nega­
tive. In that appendix, "'1 (Sa) and "'1' (Sa) are evaluated ex­
plicitly in tetms of the distribution PI (P) [Eqs. (F 18) and 
(F19)], with the result 

a = (In(l +P»I = (Z)I' (5.51) 

b = 2 ([ In(lp; p') dP') I - (In(l + p»~ . (5.52) 

Equation (5.51) is a particular case of (5.20a). 
From (5.48) we find that the probability density of the 

variable p is given by 

PN(P) = (e- a'N/2b /2,j21TbN ) p(aI2b- 1)e -In'p/8bN . 

(5.53) 

B_ The Omltl.,. form of PH(P) when p Is rescaled and 
N ... oo 

In the above subsection, PI (P) was kept fixed and an 
approximate, asymptotic form of P N (p) was found for N> I. 

In what follows we rescale the variable p occurring in 
PI(P) as 

P =p'/N, (5.54) 

keeping the distribution for p' independent of N. In particu­
lar, we define the centroid of the latter distribution as 

(5.55) 

Using the series expansion (5.8) we can express the 
(1.)1( of (5.12) as 

(1.)1 = 1 - (r + !) ~ 
(5.56) 

In the limit N - 00, the quantity (I.) N = (I.) I( occur­
ring in (5.1 Ob) then takes the form 

(1.)1( = [1 - (r + !) ~ + O(~2) r N:oo e- (s'+ 1/4)/. 

(5.57) 

The resulting probability density of (5.lOb) is then 

P, (p) = 100 

I. (p)e - (s' + 1I4)IW(S) ds. (5.58) 

The present limit thus gives a universal form, valid for 
all p. The original distribution PI enters only through the 
quantity lof (5.55): PI (p) is insensitive to other characteris­
tics of PI' 

In the language ofEqs. (5.13)-(5.20) we can write for 
"'I (q), in the present case 

",/(q) = -Iq, (5.59) 

corresponding to the cumulants 

K I = -I, 

K" =0, n> 1, 

(5.6Oa) 

(5.6Ob) 

or, more explicitly,from (5.16) and (5.19) [see also 
(C13b) ], 
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(Z), = (In(1 +P», = (-In T), = I, 

21 r In(l ;p') dP') 
\Jo P I 

-2(ln(1 +P»I- (In(1 +p»t=O, 

(5.61a) 

(5.61b) 

where ( ) I indicates an average with the probability density 
P, (p) of Eq. (5.58). In the present case we thus investigate 
the mathematical limit in which the number of scatterers 
grows and at the same time each one becomes weaker, so that 
the resulting (-In T) = 2L/Lc has the fixed value I, 
which is now arbitrary, i.e., 0<.1 < 00. 

One can find an asymptotic expression for the P, (P) of 
(5.58) valid for I> 1 and 1 -<lnp-I, using the saddle-point 
method, just as in the previous subsection. In terms of the 
variable Z we get the probability density 

q,(Z) =e-(Z-I)'/41/,j41TI , 

so that 

(Z)I = I, 
(var Z)I = 21. 

(5.62) 

(5.63) 

(5.64) 

Equation (5.63) is just a particular case of the relation 
(5.61a), which is valid for alII. 

Since the function I. (p) satisfies the dift'erential equa­
tion (5.Th), one can easily see that the probability density 
(5.58) satisfies the "diffusionlike" equation 

Bp,(p) =~ [p(1 +p) BPI(P)]. (5.65) 
BI Bp Bp 

The initial condition Po (p) is determined by the integral 
representation (5.58) as 

Po(p) = 1"" I. (P)w(s)ds . (5.66) 

Equation (5.66) is the expansion ofpo(P) in terms of the 
complete set I. (p ), the expansion coefficients being 1. But 
this means that 

100 

Po(p) I. (p)dp = 1 . (5.67) 

We know that Po(p) = 8(P) [i.e., the "one-sided" 8 
function, such that So 8 (P )dp = 1] satisfies (5.67). From 
the uniqueness of the expansion we thus have 

Po(p) = 8(p) . (5.68) 

As I increases from zero, P, (P) then "diffuses" aecord­
ing to the differential equation (5.65). We notice the very 
interesting fact that (5.65) is the same differential equation 
found in Ref. 15, when the potential felt by the electron is 
related to a Gaussian random process. 

From (5.65) we can easily find the form of the solution 
for 1-< I, i.e., when PI (p) is still concentrated near p = O. We 
can then approximate(5.65) as 

BpI = ~p BPI. (5.69) 
BI Bp Bp 

We can easily check that 

PI(P) = (lI/)e- p/ 1 (5.70) 

is the solution of (5.69) that tends to 8(p) as 1-0; it is 
therefore the approximate form of Pi (p) for 1«1. 
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If we integrate over p both sides of (5.65) we obtain 

d i oo 
[ api ] 00 - PI(P)dp= p(1+p)- =0, 

dl 0 ap 0 

(5.71 ) 

so that the normalization of PI (P) is conserved as 1 increases. 
Just as in Ref. 15, we can multiply Eq. (5.65) by p" and 

integrate over p, to find a recursion relation for the moments 
( p") I' In particular one finds 

(P)I = !(~I_l), (5.72) 

(p2)1 = -b(2e61 - ~I + 4) . (5.73) 

Equation (5.72) is the well-known exponential increase of 
the average resistance with the length of the conductor, and 
Eq. (5.73) indicates that the width of the distribution in­
creases with length more rapidly than the mean.2

•
IS 

VI. SUMMARY AND CONCLUSIONS 

We have analyzed the problem of finding the statistical 
distribution dPN(R) =PN(R)dp,(R) of the product 
R = R IR2 ... R N of N statistically independent elements RI 
ofagroup. TheR i (i = 1, ... ,N) were assumed tobedistribut­
ed according to the same differential probability dPI (R i ) 

=PI(R;)dp,(R;). Here dp,(R) is the invariant or Haar's 
measure of the group in question. 

For the compact groups R(2) and R(3) we have been 
able to show that P N (R ) ..... 1 as N ..... <Xl, independently of the 
original PI (R; ). We made it plausible that a similar behavior 
is to be expected for other compact groups, at least the uni­
tary and the orthogonal ones. 

In connection with noncompact groups, the translation 
group in one dimension (TI ) gives rise to the usual central­
limit theorem. The only nontrivial noncompact group that 
was analyzed is SU ( 1,1), which is relevant to the physics of 
disordered conductors, as was mentioned in the Introduc­
tion. We have been able to study in detail the case in which 
the initial probability density PI (R;) is isotropic, i.e., inde­
pendent of the phases p"v of Eq. (ClO), i.e., 
PI(RI) =PI(P;). It was shown that the resultingpN(R) is 
also isotropic, i.e"PN (R) = PN (p), and is given by the exact 
expression (5.10b). Two limits were studied. 

( 1 ) PI (p) is kept fixed and N). 1. In this case one has 
L / Lc ). 1, where L is the length ofthe conductor and Lc the 
localization length. For p fixed, PN(P) is given by (5.22), 
while for In p - N we obtain a Gaussian distribution in the 
variable Inp [see Eq. (5.48)]. 

(2) The variable p; occurring in PI (p;) is rescaled ac­
cording to (5.54) and the limit N ..... <Xl is taken, keeping 
( - In T) = 2L / Lc = 1 fixed. The resulting probability 
density PI(P) is given by (5.58), which thus reduces the 
problem to quadratures. It is also shown that PI (p) satisfies 
the "diffusionlike" equation (5.65) with the initial condition 
Po(p) = 8(p). From that equation one proves straightfor­
wardly the exponential increase with 1 of the average value of 
the resistance. 

In a paper to be published elsewherelo we generalize the 
limit (2) above to the case in which the distributions ofthe 
various scatterers may be different from one another. That 
case turns out to be of interest for the description of random 
conductors placed in an external electric field. 
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The analysis just described was confined to the isotropic 
case, i.e., when PI (RI ) = PI (p;). The study of the case of a 
general initial probability density PI (R I ) would be impor­
tant in order to complete the description of the problem. 

We feel that the analysis of SU (1,1) presented in the 
present article relies too much upon the specific form of the 
unitary irreducible representations, a feature that is not 
needed in the study presented in Sees. II and III in connec­
tion with compact groupS. One would think that, if the anal­
ysis were not tied up to the specific structure of the D's, one 
should be able to study the general case in a simpler way. 

An interesting question about the general case is 
whether one still has "diffusion" in the full group manifold. 

The cumulants K" found in Eq. (5.18) for the isotropic 
case add under the convolution of independent variables, 
just as normal cumulants do. The relation (5.19) between 
cumulants and moments is just the standard one; but in Eq. 
(5.16) we were able to find an explicit expression up to 
t/J2 (p) only: What is the general form of t/J" (p)? What is the 
generalization of these concepts for the nonisotropic prob­
lem? 

These and other questions (like what happens with oth­
er noncompact groups) have to be left for the future. 

APPENDIX A: PROOF OF THE INEQUALITY (2.7) 

For any probability density p(t/J) we can write 

(ei~)=feim¢'p(t/J) dt/J =f[eim¢'~p(t/J) ]~p(t/J) dt/J. 
2ff 2ff 

(Al) 

We apply Schwartz's inequality to this last integral, the 
two functions considered by the inequality being 

f(t/J) = elm¢' ~p(t/J) and g(t/J) = ~p(t/J) . (A2) 

We have 

The equality sign holds iff 

f(t/J) exg(t/J) , for all t/J , 
which can only happen if m = O. Then 

I (elm¢') I = 1, m = 0, 

I (eim¢') I < 1, m;t:O. 

(A3) 

(A4) 

(A5a) 

(A5b) 

APPENDIX B: PROOF OF THE INEQUALITIES (3.7) AND 
(3.8) 

Let u be an arbitrary normalized (21 + 1) -dimensional 
vector. Calling 

u' = (DI)U, (Bl) 

we have 

u; = f [D I(R)u1t p(R)dp,(R) 

= f ([D I(R)u1t ~p(R)} ~p(R) dp,(R). (B2) 
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We apply Schwartz's inequality to this last integral, the 
two functions considered by the inequality being 

/(R) = [Di(R)uL ~p(R) and g(R) = ~p(R) . (B3) 

We have 

lu;12<fl[Di(R)uLI2p(R)dP(R) f p(R)dp(R) 

= f 1 [D i(R)uLI 2p(R)dp(R) , (B4) 

where we have used the normalization of p. Summing over i 
both sides of (B4) and using the unitarity of D and the fact 
that the vector u is normalized, and p( r) is normalized, too, 
we have 

u'tu' = L lu;j2 
; 

< f +1 [D i(R)uLI 2p(R)dp(R) 

= f + IU;!2p (R)dp(R) = f p(R)dp(R) = 1 . 

(B5) 

The equality sign in Schwartz inequality occurs iff 

f(R)cr.g(R) , forallR, (B6) 

which can only occur for 1 = O. Then 

I(DO)I = 1, 

ut (Dl)t(Di)u<I,I'#O, 

for all normalized u. This proves (3.7). 
We can further write 

Ut [(Di)2]t(Di)2U 

(B7a) 

(B7b) 

= [_U_' _ (Dl)t(Dl) _u_' _] u'tu'. (BS) 
Jilfil Jilfil 

Ifl ,#0, we apply (B7b) to the bracket in (BS), to obtain 

ut [ (Dl)2]f(D 1)2U <Ut(Di)t(D I)U, (B9) 

which is (3.S). 

APPENDIX C: REVIEW OF THE GROUP SU(1, 1) 

We give here an outline of the properties of the group 
SU ( 1,1) that are needed in the text. 

1. Definition 

The group SU ( 1,1) consists of the collection of all 2 X 2 
matrices R that are pseudounitary and unimodular, i.e., 

Rt(~ ~l)R=(~ ~J, detR=1. (el) 

Now R can be written as 

(e2a) 

with 

(e2b) 
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2. Claealflcatlon of the unitary Irreducible 
representations 

The unitary irreducible representations of SU ( 1, 1 ) 
were studied by Bargmann,3 with the following main results. 
We call k the index and m the row of the representation . 
Bargmann also introduces the real Casimir operator eigen­
value 

q=k(1-k). (e3) 

One has the following classes: (I) continuous class, 
(1) integral case (C2): 

O<q< 00, m = 0, ± 1, ± 2, ... , (C4) 

(a) exceptional interval: 
O<k<!, i.e., O<q<!, (e5a) 

(b) principal interval: 
[k = ! + is, O<s < 00, i.e., q>!] ; (e5b) 

(2) half-integral case (C ::2): 
[k = ! + is, 0 <s < 00, i.e., q >!] ; (e6) 

(II) discrete class, 

(1) maximal m(D k): k =!, [1,p, ... ] , 
m = - k, - (k + 1 ), ... , 

(e7) 

(2) minimal m(D t): k =!, [1,p, ... ] , 
m =k,k+ 1, ... . 

(es) 

For k = 0 one has the one-dimensional unitary repre­
sentation that associates 1 to every group element. 

The unitary irreducible representations that form a 
complete set have been enclosed in square brackets in the 
above scheme. Notice that, in particular, the trivial one-di­
mensional unitary representation is not a member of the 
complete set. 

3. Spectral analysis 

The idea of spectral analysis that was used for compact 
groups in Secs. II and III and for the translation group in the 
Introduction can be extended to the group SU ( 1, 1) as well. 
A function f(R) defined on the group can be spectral-ana­
lyzed as 

f(R) = L L a~m,D~m' (R) 
D ± k= 1.3/2 •... 

m,m' 

+ ~ L roo a'mm,D~;,,+is(R)ds, (e9) 
ctr12 mm,jo 

where a~m" a:"m , are the expansion coefficients and the sum 
and the integral run over those unitary irreducible represen­
tations D ± and CO. 1/2

, respectively, that form a complete 
set. 

4. Parametrlzatlons of SU(1, 1) 

In the analysis presented in the text we make use of the 
specific parametrization pf SU ( 1,1) given in terms of the 
"Euler angles" (P6,V) introduced by Bargmann.3 In terms 
of them, every group element R can be written as 
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= (e-iI' 0) (COSh' Sinh') (e- iV 0) 
ROeii' sinh, cosh, 0 Iv' 

(CIO) 

where the range of the parameters is specified by 

0"" < 00, -11'<J.t,v<11'. (Cll) 

The invariant measure is given by 

dp.(R) = (211')-2 sinh 2,d,dp. dv. (CI2) 

Since the group is noncompact, dp. (R) is not normalizable. 
It is also advantageous to introduce the variables 

p = sinh2" (CI3a) 

z = 10(1 +p) = -In T. (CI3b) 

In the physical applications to disordered conductors 
that we mentioned in the Introduction, Tis the transmission 
coefficient of the sample and p is related to its resistance by2 

resistance = (1Tfl/e2 ) p. (CI4) 

Then p is called the "dimensionless resistance." It is really 
the natural variable of the problem, because in terms of it the 
invariant measure can be written as 

5. Explicit form of the unitary Irreducible 
representations 

(CI5) 

The explicit form of the unitary irreducible representa­
tions ofSU( 1,1) has also been given in Ref. 3. They can be 
written in a way that resembles those ofSU(2). Using the 
parameters p,p., v, they take the form 

D ~m' (p.,p, v) = e - 21mI'd ~m' (p)e - 2lm'v , 
where 

(CI6) 

d~m' (P) = Omm' (k) [plm -m'I12/(1 + p)lm+m'I12] 

X~I(k + (1m - m'l - 1m + m'l )/2, 

1 - k + (1m - m'l - 1m + m'l )/2; 

I + 1m - m'l; -pl. (CI7) 
I 

m,'". '"2m2 

In (CI7), ~I denotes the usual hypergeometric func­
tion and 

I 
Om" (k) = 1m _ nl! 

Im-"I 
X IT [k(1 - k) + (n + j)(n + j - 1)] 1/2 

J= I 

{
I, m>n, 

X (_ ),,-m, m <n. 
(CI8a) 
(CI8b) 

Theasymptoticform (for,> 1, i.e.,p> 1) of(CI7) can 
be shown to be 

d~m' (P) -Re[ Cm" (k)p-k] -Re[ 4Cm" (k)e- 2k&] , 
(CI9a) 

where Cm" (k) is a constant. In particular, for k = ~ + is, 
m = m' = 0, we have 

where 

(CI9c) 

In (CI9b) we have used the definition (5.7) of/. (p). 

6. Orthogonality of the D"_ 
We observe from (CI9) that the representations that 

form a complete set [those that were enclosed in square 
brackets in (C4 )-( C8)] are square integrable with the mea· 
sure (CI2) or (CI5). One can show that the usual orthogon. 
ality relation holds for them, either in terms of Kronecker or 
Dirac delta functions, i.e., 

if k,k'eD ± , (C20a) 

{

Wi: 16kk,6 .6 ., 

k· k' fD m•m, (R)D m•m• (R)dp.(R) = w-l(s)6(s-S/)6 .6 ., 
J 2 mlm. '"2'"2 {

if k = ~ + is,k '= ! + is'eCo, 
or k =! + is,k' = ~ + is'eC I /2, 

if k,k'e different classes. 

(C20b) 

(C2Oc) 0, 

In (C20), Wk, w(s) are functions of the index ofthe repre­
sentation, i.e., 

Wk = 2k - 1, keD ±, k > ~ , 
W(S) = 2s tanh 11'S, keCo, k=~+is, 

w(s) = 2scoth 1T'S, keC 1/2, k =! + is. 

(C21a) 

(C21b) 

(C2Ic) 

For the discrete classes D! and k>~, Eq. (C2Ia) is 
taken directly from Eq. (12.9) of Ref. 3. 

ForthecontinuousclassesC~·I12andk = ~ + is, we pro­
ceed as follows. From (CI6) we immediately obtain ortho­
gonality when m::/:m' and n::/:n'. When m = m', n = n', we 
use Eq. (12.25) of Ref. 3: 
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r 
i oo 

B ~t (,)B :;~ (') sinh ~ d, 

= 211' i oo 

c(s),,o)· (S).p<2)(S) ds, 

where 

B ~~2) = f ,,0,2). (s)d~! (') ds 

and 

c(s) = {(coth 11's)/41T'S, 
(tanh 1T'S) /41T'S , 

for Co, 
for C 1/2. 
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In (C23), the tP(J,2) (s) construct wave packets out of the 
d~!. Theadditionalfactorwnn(s) ofEq. (12.18) of Ref. 3 
was omitted, since it drops out in the analysis due to the fact 
that IWnn (s) I = 1. 

We now choose 

tP(1)(s) = 8(s - Sl)' tP(2)(S) = 8(s - S2) (C26) 

and thus obtain from (C22) 

loo d~~)·(b)d~~)(b)sinh2bdb=2'/Tc(sl)8(sl-s2)' 
(C27) 

From (CI6) and (C27) we then obtain (C20b), with 
(C21b) and (C2Ic). 

Using the orthogonality relations (C20) we can find the 
coefficients ofthe expansion (C9) as 

a~m' =Wk J f(R)[D~m,(R)]*dJl(R), (C28a) 

a:"m, = w(s) J feR) [D :,;,;,,+ is(R)] * dJl(R). (C28b) 

7. The composition law 

Consider two elements R I ,R2 ofSU( 1,1), 

RI(JlI,bl'VI ), R 2(Jl2,b2'V2), 

and their product R, 

(C29) 

(C30) 

From the representation (ClO) we see that in the mid­
dle of the product R IR 2, the angles VI and Jl2 combine as 
VI + Jl2' The resulting b depends thus on bl, b2' and VI + Jl2 
only: 

cosh2 b = cosh2 bl cosh2 b2 + sinh2 bl sinh2 b2 + 2 sinh bl 

X sinhb2coshbl . COShb2cos[2(vl +Jl2)]' 

(C31) 

The resulting v,Jl are 

Jl=JlI + (tP-,p)/2, v=v2 + (tP+,p)/2, (C32) 

where tP and ,p are given by 

tan tP = cosh(bl - b2) tan ( VI + Jl2) , (C33) 
cosh b cosh(bl + b2) 

tan,p = sinh(bl - b2) tan(v
i 
+ Jl2) . (C34) 

sinh b sinh(bl + b2) 

In terms of the variablep ofEq. (C13) we can also write 
(C31) as 

P =PI +P2 + 2p1P2 + 2[PI(1 +PI)P2(1 +P2)jI/2 

X cos[2(vl +Jl2)] . (C35) 

8. The Inverse R-1 

From the representation (ClO) we immediately see 
that, if we call (Jl,b,V) the parameters of Rand (Jl',b ',v') 
those of R - 1, we have the relations 

Jl' = - V - '/T12, b' = b, v' = - Jl + '/T12. (C36) 
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9. The convolution 

Just as in (3.14) for R(3), we define the convolution 
heR) of two functions feR), g(R) defined on R as 

heR) = J f(RI)g(R I-IR)dJl(R I ) =f* g. (C37) 

In the text we are especially interested in the case where 
f andg are probability densities PI (PI),P2(P2), respective­
ly, that do not depend on the angles. Using (C37), (C36), 
(C35), and (CI5) we can write the resulting convolution 
(Jl,p,v) as 

11" 

p(Jl,p,v) = loo dpi J J d~;'/T~:I PI (PI)P2(PI +p + 2p1P 
-11" 

- 2[PI (1 + PI)P(1 + p) jI/2 cos 2(Jl - JlI»)' 

(C38) 

Integrating over V I and shifting the variable JlI to 
Jl - JlI' we thus find that the resultingp is given by 

-2[PI(1 +PI)P(1 +p)]1/2cos2Jltl=PI*P2 

(C39) 

and is independent of the angles Jl, v. Therefore, the con volu­
tion of two isotropic functions is again isotropic. This result 
was also shown in the text in connection with Eqs. (5.6). 

Equation (C39) generalizes to SU ( I, I ) and for isotrop­
ic functions, the usual expression for the convolution. 

Equation (C37) implies 

{Dk)h = {Dk)f {Dk)g , (C40) 

where 

(Dk)f= J f(R)Dk(R)dJl(R) , (C41) 

and similarly for (D k ) g' (D k ) h • 

For the isotropic functions P,PI,P2' of Eq. (C39), the 
argument below (5.5) then shows that 

(C42) 

Equations (C40) and (C42) are the equivalent, for 
SU ( I, I ), of the familiar convolution theorem. 

10. A relation among '.(p)'s from the representation 
property 

From the definition of a representation we have the rela­
tion 

m, 

(C43) 

We use (CI6), set m = m' = 0, and use (5.7a) and 
(C35), 

m, 

=!s(PI + P2 + 2p1P2 + 2[PI (1 + PI)PZ( 1 + pz)] liZ 

X cos 2 ( V I + Jl2») . ( C44 ) 
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We now integrate over v I and 112 and making use of 
(S.7a) again we get 

I. (PI)1. (P2) 

= f~171.(PI +P2 + 2ptP2 

+2[PI(1 +PI)P2(1 +P2)P/2cos2vl)dvl. 
217" 

APPENDIX D: PROOF OF EO. (5.22) 

(C4S) 

Sincebothl.(p) andw(s) in (S.21) vary slowly, one can 
look for the saddle So defined by (a"'llas)s=So = 0; but, since 
'" = ",(r), we have So = 0 and w(so) = o. It is thus better, 
before finding the saddle, to write w(s) as 

w(s) = 2s tanh 17"S = S (e217S + e - 2".. - 2) 
sinh 217"S 

(01) 

and evaluate the auxiliary integral 

1p =~Joo I.(p) . s ~I/J,(s)+f3sds, 
2 - 00 smh 217"s 

(02) 

in terms ofwhichpN(p) is given by 

PN (p) = 1217 + 1 _ 217 - 210 • (03) 

The saddle So of the integrand in (02) is now the solu­
tion to the equation 

"'i (so) = - PIN. (04) 
f 

We now expand lU(So) around sa and keep terms up to 
the order 1/N. We then expand t5(so) as 

t5(so) = t5(sa) + (so - Sa )15' (sa ) + .... (E2) 

On the other hand, in the expansion of "'I (so) we keep 
one more term, because in (S.42) "'I (s) is multiplied by the 
factor N, i.e., 

"'(so) = "'(sa) + (so - Sa ) "'I (sa) 

+ (1/2! )(so - Sa ) 2"," (sa) + (E3) 

Substituting (El) in (E2) and (E3), and these in 
(S.42), we obtain 

We also need lU" (so), which determines the variance of 
the Gaussian in the saddle-point integral. Only the leading 
term is needed, i.e., 

lU" (so) = N"'i' (sa) + O(N°) + O(N -I) . (ES) 

Now lU" (so) can be shown to be real and negative (see Ap­
pendix F), thus giving 
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From (S.12a) we have 

"'i (s) = F i (s)IFI (s) , (OS) 

and, using the expansion (S.23), we can write (04) as 

2(g) ISO + ... P 
(/0) I + ... = - N· 

(06) 

Since PIN -< 1, we see that an approximate solution to 
(06) is 

So::::: - Ii (/0)1 , (07) 
N 2(go)1 

which is real and very close to the origin ( Iso I -< 1). The sad­
dle-point approximation to 1p is thus 

1p = ~ /, (p) So ePSo + NI/J,(so) 217" (08) 
2 So sinh 217"so N I"'i' (so) I 

We now expand (08) in powers of So. Recalling that "'I (s) is a function of r, and hence "" (0) 
= "'''' (0) = ... = 0, we have, to first order in So, 

1 :::::~..t; (p)_I_( 1 + ps + ... )~I/J,(O) 217" (09) 
p 2 0 217" 0 N I "'i' (0) I 

Substituting (09) in (03) we obtain the result (S.22) 

of the text. 

APPENDIX E: PROOF OF EO. (5.48) 

WeevaluateqN(x) ofEq. (S.41). The saddle point is the 
solution to (S.44), which can be integrated to give 

(E1) 

J

oo e(1I2)","(so)(s-So)2 ds= [ 217" ]112. (E6) 
- 00 - N"," (so) 

For the qN(X) of (S.41) we thus have 

qN(X) = ~ Re[ _ N~:(Sa) ]112 

X exp{t5(Sa) + (iSa + ~) aN + N"'I (sa) 

+ X + is -i a +_ X . 2 [ 15' (s ) I]} 
2N"'~ (sa) a N"'i' (sa) 2 . 

(E7) 

This result is valid for an arbitrary choice of a in Eq. 
(S.40). We now restrict ourselves to the case in which a is 
such that z = aN is the centroid of the distribution (E7). 
This is achieved when the coefficient in front of X in (E7) 
vanishes, thus giving 

Sa = il2 + 15' (sa )/ [ N"," (sa)] . (E8) 

We then have 

r( 1 + isa):::::[ii , 

r(! + isa ) :::::N"'i' (sa) I [it5' (sa)] , 

tanh 17"Sa :::::N"'~ (sa )1 [17"15' (sa)] , 

which, substituted in (S.43) for e6 (Sa), gives 
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/(S·>:::::lhr. 

One also finds 

N.I. (s )::::: "'I (sa )8' (sa) . 
'f'1 a "'I' (Sa) 

(EI2) 

(E13) 

Substituting (ES), (EI2), and (EI3) in (E7), and us­
ing (5.40) one finally finds the result (5.4S) of the text. 
Equation (5.49) follows from (5.45), with Sa :::::i12 [Eq. 
(ES) ]. 

APPENDIX F: EVALUATION OF THE PARAMETERS OF 
THE GAUSSIAN DISTRIBUTION (5.48) 

We notice that the quantities in (5.49) and (5.50) are 
evaluated at S = i12, i.e., at k = 0 according to (C5b) or 
q = r +! = 0 [seeEq. (C3)]. Since J. (p) ofEq. (5.S) isa 
function ofr, it is natural to express J. (p) andFI(s), "'I (s) 
of (5.12a) as functions of q, which we shall designate with 
the same symbols, i.e., /q (p), FI (q), "'I (q). 

We first write the series (5.S) for J. (p) in terms of q as 

/q(p)=I+ i (-)"{ Ii [q+m(m-I)]}4. 
,,=1 m=1 (n!) 

(F1) 

It is of great interest to reexpress (FI) as a power series 
in q, i.e., 

(F2) 

We have been able to evaluate;" (P) for n = 0, I ,2 only. 
This is all we need for our purposes, although it would be 
interesting to know the ;" (p) for arbitrary n. 

We first have 

;O(p) = I . (F3) 

Differentiating (FI) with respect to q one obtains a se­
ries that can be summed to give 

;I(P) = (a/q(p») = -In(1 +p) . 
aq q=O 

(F4) 

Differentiating (FI) twice one obtains the series 

;2 (p) = (a 2/q (p) ) 
aq2 q=O 

00 NIp" 
=2 L (-)" L -. 

11=2 m=2m(m-1)n 
(F5) 

One can easily show that 

i I _n-I 
m=2m(m-1)- n ' 

(F6) 

so that 

(F7) 

Define 

g(p) = 2 i (- )IIP" , 
11=1 n 

(FS) 

h(p) = 2 i (- )IIP:. 
11=1 n 

(F9) 
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Concerning g(p), we see that 

g(p) = - 2 In (1 +p) . (FlO) 

We have not succeeded in expressing ;2 (p) in terms of 
known functions. We first notice that 

, 2 00 II p" 2 
h (P) =- L (-) -= --In(1 +p), (FI1) 

p 11= 1 n p 
so that 

h(P)= _2[1n(1;P')dp', 
o p 

and thus 

(FI2) 

t/>2(P) = - 2 In (1 +p) + 2 [In(1 +p') dp' . (F13) 
o p' 

Results (F3), (F4), and (FI3) are the ones quoted in 
Eq. (5.16) of the text. 

Averaging/q (p) with PI (p) we now have 

00 q" 
FI(q) = (/q(P»1 = L (;11 (P»I I' (FI4) 

11=0 n. 
where 

(;0(P» I = FI (q = 0) = I , 

(;I(P»I =FI (q = 0) = - (1n(1 +P»I' 

(;2(P»1 =FI'(q = 0) 

(FI5a) 

(FI5b) 

= 2 ([ 1n(1p;P') dP') I - 2(1n(1 +P»I' 

(FISc) 

where the primes indicate derivatives with respect to q. 
The derivatives of", I (s) with respect to s that appear in 

(5.49) and (5.50) [remember that "'I(S) =lnFI(s)] can 
now be expressed in terms of derivatives with respect to q as 

"'I (s) = 2s FI (q)/FI(q) , (FI6) 

F"( ) 
"'I'(s) = (4q _1)_I_q_ 

FI(q) 

+2 FI (q) _(4q_1)[F I (q)]2, (FI7) 
FI(q) FI(q) 

so that, using (FI5), we have 

"'I (s=i12) = -i(ln(1 +P»I' (FIS) 

"'I'(s = i12) = - 2 ([ In(1p;p') dP') I 

+ (In(1 +p»~ . 

(FI9) 

Substituting the last two equations in Eqs. (5.49) and 
(5.50) we obtain (5.51) and (5.52). 

From (FI9) we see that "'i(s = i12) isreal. We can also 
show that it is negative. Since 

(tn(1 +p»f«[1n(1 +p)]2)1' (F20) 

we can write 

"';'(s = ~ )< - 2 ([ In(1p; p') dP') I 

+ ([1n(1 +p)]2)1' (F2I) 
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From 

~ln2(1 +p) =2 In(1 +p) , 
ap 1 +p 

we have 

In2(1 + p) = 2 [In(1 + p') dp' , 
o 1 +p' 

so that (F19) becomes 

~i'(S = ~ )< - 2 ([ In( Ip~ p') dP') 1 
+ 2 (P In(1 + p') dp' 

Jo 1 +P' 

= -2( (Pln(1+p')d') <0, 
Jo p'(1 +p') :p 1 

which proves our assertion. 

(F22) 

(F23) 

(F24) 
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On the DLR equation for the two-dimensional sine-Gordon model 
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The Dobrushin-Lanford-Ruelle equation is studied in a certain space of measures in the case 
of two-dimensional trigonometric interactions. The uniqueness theorem extending the results 
of Albeverio and Hoegh-Krohn [So Albeverio and R. Hoegh-Krohn, Commun. Math. Phys. 
68, 95 (1979)] is proved. The extension is obtained by the application of some correlation 
inequalities of the Ginibre-type, which reduce the proof of the uniqueness of the translationally 
invariant, regular, tempered Gibbs states to the question on the independence of the infinite­
volume free energy of the boundary conditions. The required independence is proved in this 
paper. 

I. INTRODUCTION. NOTATION AND THE RESULT 

The statistical mechanics approach to the two-dimen­
sional superrenormalizable Euclidean scalar (quantum) 
Euclidean field theory can be formulated in terms of the 
fundamental notions of the Gibbs states. 1.2 

Thestandardmeasurespace{S'(R 2),B},whereS'(R 2) 
stands for the (real part of) Schwartz's space of the tem­
pered distributions and B for the Borel u algebra of subsets in 
S'(R 2), plays the role ofthe configuration space in this ap­
proach. Let P,[b be the Gaussian measure with the covar­
iance ( - ar + I) -1 and mean equal to zero. Here ar 
stands for the two-dimensional Laplace operator with some 
classical boundary condition b imposed on the given 
piecewise-C 1 curve r. In particular, we will write f.lo for the 
measure with the free boundary condition and f.l~ for the 
Gaussian measure f.lo with the Dirichlet boundary condition 
on r. Let us denote by ~ (A) the local u algebras generated 
by the free Gaussian field f.lo and by m co (A), the space of 
bounded measurable [with respect to ~ (A)] functionals of 
the field lp. 

Let {UA (lp)} be an additive functional ofthe free field 
such that exp(UA (lp»)Enp;>lLP(df.lo)' We will say that a 
probabilistic, Borel cylindric (PBC) measure f.l defines a 
quantum scalar field with the interaction {UA} iff (i) f.l is 
locally absolutely continuous with respect to f.lo' i.e., 

f.lIX(A) <f.loIX(A); 

(ii) for any FEmco (A) the conditional expectation values of 
F with respect to the measure f.l and the local u algebra 
~(AC), Ell {F I~(AC)}, is equal to those computed with re­
spect to the measure f.lA and the u algebra ~(AC), wheref.lA 
is a measure 

f.lA (dlp) = (ZA ) -1 exp( UA (lp) )Jto(dlp); (l.l) 

and (iii) the moments of the measuref.l exist and obey stan­
dard requirements of the Euclidean field theory (such as 
Glimm-Jaffe axioms,3 etc.). It is important to note that the 
family EllA {- I~(N)} defines on the {S'(R 2),B} a local 
specification in the standard sense. 1 In Refs. 4-6 it was 
proved that 

a) On leave of absence from the Institute of Theoretical Physics, University 
ofWroclaw, Poland. 

E {-I~(N)} = EJlo {- eUA(~)I~(AC)} . 
IlA EJlo {eUA(~)I~(N)} 

( 1.2) 

The conditional expectation values Ella {- 1~(AC)}(1J) at 
the randomly chosen point 1JeS' (R 2) can be written as the 
solution of the following Dirichlet stochastic problem4-6: 

( - a + l)\f1~A(X) = 0, XEA - 8A, 

\f1~A(X) = 1J(x), xe8A. 
(1.3 ) 

For a recent, deep discussion of such kinds of stochastic 
problems, see the paper by Benfatto et al.s Here, we recall 
some basic facts concerning the problem (1.3). 

For a given additive functional {UA} let us denote by 
[1'( UA ) the space of aU tempered [i.e., supportedonS' (R 2) 

PBC measures] such that 

't/ f.lCEIl3 _I~(AC)} =f.l, 
IAI < co 

(1.4) 

in the meaning of measures we shall call elements of the set 
[1' ( U A ), the tempered Gibbs measures corresponding to 
the interaction {U A }. 

It is not hard to observe that the set [1' ( U A ) is convex 
and weakly closed. From the results of Folmee and the re­
cent, more general results ofWinkler8 and Weizsacker and 
Winkler9 it follows that the set [1' ( U A ) has a structure simi­
larto that of the Choquet simplex: every f.lE[1'( UA ) may be 
uniquely represented as a resultant of some probabilistic 
measure p supported on the set a [1' ( U A ) of extremal points 
of [1'( UA ), which exist by the FOlmer-Winkler results. 7

•
8 

A Gibbs measure f.lE [1 , ( U A ) is called the regular Gibbs 
measure iff its two-point moment can be extended continu­
ouslytotheSobolevspace~ -1 (R 2), i.e., there exists a con­
stant c such that 

(1.5 ) 

A Gibbs meaSUref.lE[1'( UA ) is called the completely regu­
lar Gibbs measure iff there exists a constarit C such that 

( 1.6) 

We denote the set of regular Gibbs measures (resp. com­
pletely regular Gibbs measures) by [1 ~ ( U A ) [resp. 
[1 ~, ( U A )]. From the definition it follows that [1~, ( U A ) 
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!;;; ~~(UA)!;;; ~t(UA)' From Refs. 5and6weknowthatfor 
any /le~ ~ ( UA ) the stochastic Dirichlet problem (1.3) has 
for almost every 'T/ with respect to /l a solution given by the 
classical Poisson formula: 

qJ~A(X) = f paA(x,z)'T/(z)dz, (1.7) 
. JaA 

valid for xffiJA, where paA(x,z) is the Poisson kernel for the 
operator- !l. + 1. These unique solutions have certain local 
decay properties as At R d (see Ref. 6 for greater details). 

The most important questions in the general theory of 
Gibbs states are the questions about the existence and de­
tailed topological structure of the sets like ~ t ( U A ). The ex­
istence problem for the field-theoretical Gibbs measures has 
been treated intensively in the seventies. See Refs. 3 and 10 
for references. However, till now there did not exist a satis­
factory version of the Dobrushin-like theory 11. 12 in the field­
theoretical context. Let us remark that it is not known 
whether every /le~~ (UA ) for a given interaction {UA } de­
fines a quantum field theory in the sense of (i)-(iii). By 
experience with the lattice spin systems with noncompact 
state space of the individual spin,13.14 we expect that there 
may exist some spurious solutions of the DLR equations 
(1.4) in the space ~t( UA ). 

Essentially important is the question about the cardina­
lity of the set QF~t( UA ) n ~t( UA ), where we denote by 
QF ~ t ( U A ) the set of quantum-field theoretical solutions of 
the DLR equations (1.4). Whenever the above-mentioned 
set has more than one element, we have to deal with the 
phenomena of the first-order phase transition. Deep results 
in this direction have been obtained recently by Jmbrie ls for 
the case of polynomial interactions. A detailed description of 
the set ~t( UA ) is, however, a very hard mathematical prob­
lem (it is very nontrivial already on the level of the two­
dimensional Ising model 16. 17). The analysis of the set 
~ ~ ( U A ) for a given {U A} seems to be a much easier prob­
lem. In the case of exponential interactions we have proved 
in Refs. 18 and 19 that the set Y!, ( { U A } ) reduces exactly to 
one quantum field theory solution of (1.4). This has been 
proved also in Ref. 20 extending the ideas taken from Ref. 
18. 

In this paper we consider the problem of uniqueness [in 
the space Y ~ ( U A)] of the solutions of'the DLR equations 
( 1.4) for the so-called sine-Gordon interaction. Previously 
Albeverio and Hoegh-Krohn, using a high-temperature 
cluster expansion, proved the uniqueness for the weakly cou­
pled sine-Gordon interaction.6 A similar uniqueness result 
has been proved21 for the regularized Yukawa d-dimension­
al, neutral gas in the region of couplings where the contrac­
tion map principle can be applied to the Kirkwood-Salsburg 
equations. 

The sine-Gordon interactions are defined by 

UA (9') =z i d 2x:COS(E9'(X) + 8):. 

Here we consider this model in the region 

z;;;.O, c<2/(1-1f2.1T), 8=0. 

( 1.8) 

See papers 22-24 for the construction of the corresponding 
Gibbs measures with zeR I, 8 ;60, and c < 41T. 
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The result proved in this paper is the following. 
Theorem 1: Whenever the infinite volume pressure 

P .. (z) in the model (1.8) isditferentiableatz = Zo, the set of 
regular solutions which have translationally invariant first 
moment of the corresponding DLR equations at z = zo con­
sist of exactly one element equals the infinite-volume half­
Dirichlet state. 

The uniqueness result of Albeverio and Hoegh-Krohn 
holds only in the region of the convergence of the Glimm­
Jaffe Spencer expansion, i.e., for sufficiently smalllzi. Tak­
ing into account that p .. (z) as a concave function of z is 
almost everywhere differentiable (presumably for all z), we 
have that for almost every z there exists a unique pure Gibbs 
phase corresponding to the interaction (1.8). 

The proof we find seems to be very elementary. We 
adopt to the present case some correlation inequalities found 
by Frohlich and Pfister in their analysis of the DLR equa­
tions for Abelian lattice spin systems.2S-27 The additional 
argument we use for the proof is the independence of the 
infinite volume pressure of boundary condition (generaliz­
ing the known result of Guerra-Rosen-Simon28 and con­
cerning the independence of the so-called classical boundary 
conditions) . 

The ideas used in this paper can be applied to analyze 
the class of weakly coupled P(9' hmodels or the :9' 4: models 
where the Lee-Yang theorem works. Similar techniques 
have been applied to the class of charge-symmetric continual 
systems. 29,30 

FiQally, let us say a few words about the organization of 
this paper. In Sec. II we review some correlation inequalities 
of Eqs. (1.4) to the statement about independence of the 
infinite-volume pressure of the boundary conditions. In Sec. 
III we prove the claimed independence. Section IV contains 
some techniques necessary to complete the proof of 
Theorem 1. 
II. REDUCTION OF THE PROOF TO THE STATEMENT 
ABOUT DIFFERENTIABILITY OF THE PRESSURE 

The infinite-volume. half-Dirichlet sine-Gordon mea­
sure corresponding to the interactions (1.8) can be con­
structed easily by the following correlation inequalities 
proved in Ref. 31: 

(e''l'U); :coSE9':(x»I(z)<;o, 

(9' 2(/); :coSE9':(x»I (z)<;O, 

(2.1 ) 

(2.2) 

where (;) T means the truncated expectation value and 
( )~ (z) means the expectation with respect to the measures 

/l~A(d9') = (Z~ (Z»)-I exp(z i :cos E9':(x)d 2x )/lgA(d9'), 

Z~ (z) = I /lgA (d9') exp(z i :cos E9':(X)d 2x) . (2.3) 

From these inequalities it follows easily that the infinite-vol­
ume limit limAlR 2 (-)~ = ( )~ exists (independently at 
how At R 2) and fulfills the axioms of Ref. 32. In partiCUlar, 
we have the bound 

(et'l'(f»~ <;e(t 2/2) 11f1l2_ " (2.4) 

which means that (-)~ =S - /l .. (d9') is a complete regu­
lar Gibbs measure. Let us introduce the following notation: 
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c(tp)(x) = :COS Etp:(X), S(tp) = :sin Etp:. 

By fJ ~ (z) we denote the set of regular Gibbs measures corre­
sponding to the interaction (1.8) with fixed z and E. The ,. 
symbol " means for almost every 11 with respect to p,. A 

7/ 
conditioned finite-volume Gibbs measure p,X (dtp) is given 
by 

p,X(dtp) = (ZV- I 

xexp(z L c(tp + 'II~A)(X)d2X) p,gA(dtp), 

(2.5) 

where 'II~A is the solution of the problem (1.3) and 11 is ran­
domly chosen from S' (R 2). 

From the reverse martingale theorem it follows that, for 
a givenp,efJ~ (z), 

p,! (dtp) = lim p,X (dtp) 
AIR2 

exists for p, a.e. 'q6S' (R 2), and defines some PBC measure on 
{S'(R 2),B}. Moreover, the full set fJt(z) can be obtained as 
convex superpositions of such limits. 

For the conditioned measures p,'J... the correlation in­
equalities (2.1) and (2.2) in general fail. However, instead 
of the correlation inequalities (2.1) and (2.2) one can use 
another set of correlation inequalities in order to analyze the 
content of the set fJ ~ (z). These correlation inequalities 
proved below are simple adaptations of the correlation in­
equalities proved by Frohlich and Pfister in Ref. 25. They all 
are simple applications of the Ginibre correlation inequal­
ities.33 In the shorthand, let us introduce the notation 

CA (xl, .. ·,x,,) = f p,~A(dtp) ,UI c(tp)x,), 

C'J...{xv···,x,,) = f p,X(dtp) iUI c(tp)xi ), 

SX(xl, .. ·,x,,) = f p,X(dtp) iUI s(tp)(xi ), 

(2.6) 

and similarly for the corresponding infinite volume limits. 
The existence of limArR2 CA follows from the :cos Etp: 
bound21 and the following correlation inequalities: 

( 
" m )T III c(tp)x/; JJ:l c(tp)(Yj) A >0, (2.7) 

proved in Ref. 31. The existence of the limits limArR2 CX. 
limA r R 2 S X (by subsequences) follows from the correlation 
inequalities to be proved below [see inequality (2.14)] and 
the compactness arguments. Moreover, from the results of 
Sec. IV it follows that every accumulation point of C! is 
equal to C... (at least for regular values of z, see below). 

Let us denote by (_)~O,7/) the expectation on 
{S'(R 2),B} <&>2 with respect to the measure p,~A(dtp) 
sp,'J...{dtp '). 

Proposition 2. J: Let p,efJ ~ «z), Then for every n > 0, 
ft, ... ,l"eS(R 2); such thatft >0, for i = 1, ... ,n, geS(R 2) the 
following correlation inequalities hold: 

2894 J. Math. Phys., Vol. 27, No. 12, December 1986 

( f ))(0,7/) 
xexp ±A d 2xg(x)c(tp)(X)c(tp')(x) A ' 

AeR I. (2.8) 

Proof: It is a standard application of the duplicate vari­
able technique. Let tp , be an identical copy of the field tp. 
From 

exp(z L d 2
x C(tp)X») exp(z L dx c(tp' + 'II~A)(X») 

( f (+tp' + 'II.1A) 
=exp z JA d 2

xc tp 2 7/ 

( 
, 'II.1A) ) X(x)c tp-tp 2- 7/ (x) (2.9) 

and 

c(tp)(x)c(tp ')(x) 

=~ c(tp~tp')(X)C(tp~tpl)(X)' (2.10) 

we conclude, after introducing the orthogonal transforma­
tion in the space {tp,tp '}, 

'11+ = (tp+tp')/.j2, '11_ = (-tp+tp')/..j2, (2.11) 

that the first exponential and the one coming from the inter­
action factorize after (convergent for I A I < 0Ci ) expansions 
in z. The terms outside the exponentials factorize using the 
following trigonometric identities: 

" 1 ( " ) II costpj =- ') cos L EJ tpj , E, = ± 1, 
j=1 2 ~ 1=1 

(2.12) 

and 

cos a - cos/3 = 2 sin [ (a + /3)/2]sin[ (/3 - a)/2J. 
(2.13) 

Some intermediate UV regularizations are needed to justify 
these transformations rigorously but the removal of it is sim­
pIe so that we omit the details here. Q.E.D. 

These correlation inequalities lead to the following in­
ductive statement on the independence of the moments like 
C'J... (xv ... ,x,,) ofthe boundary condition 11. 

Corollary 2.2: Ifforft, ... ,/" >0 and some 11, 

lim, {ft C(tp)(ft»)7/ = (.ft C(tp)(ft»)O 
AIR 1=1 A 1=1 '" 

and 

(c(tp)(X»~ = (c(tp)(x»! >0, 
then for any n + 1 we have 

I~, err: c(tp)(/t) r = (X( C(tp)(/t»):. 

Proof: Expanding the exponential 

exp( ±A f dx g (X)C(tp)(X)C(tp')(x)d 2x) 

= 1 ±A f dxg(x)c(tp)(x)c(tp')(x) +O(..t 2
), 
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we have, using Proposition 2.1 and the hypothesis, 

0= C<#J (fl;""/") - C! (fl'''''/'') 

> ±A f dxg(x) [(~X c(9')(.t;)c(9')(x) r 
x (c(9')(x»! - (iII C(9')(.t;)C(9')(X»): 

X(C(9')(X»~] . 
Dividing by A and letting A tend to zero, we get 

0= f dxg(x) [(iII C(9')(.t;)C(9')(X»): (c(9')(x»~ 

- {Ii C(9')(.t;)C(9')(X»)'1 (C(9')(X»~] . 
1=1 <#J 

By the assumed strict positivity of (c (9' ) (0) ) ~ [actually it 
is easy to prove that (c(9')(O»~ > 1], we conclude 

(iII C(9')(.t;)C(9')(g»): = (iII C(9')(.t;)C(g»):. 

From this result we have the following corollary. Q.E.D. 
Corollary 2.3: Let JlE[i~(Z). If c~ (0) =c! (x) for 

some 1], then for any n> 1 

c<#J (xto···,xn) = c! (XV···,xn)· 

This corollary reduces the proof of independence of the mo­
ments {C'!, (xl, ... ,xn)} of the boundary condition 1] to the 
identical statement concerning the first moment only. 
Roughly speaking, the first moment is nothing but the deri­
vative of the pressure. Thus, the proof of the independence of 
the moments {C!, (XI, ... ,xn)} of the boundary conditions 
1]eS' (R 2) bas been reduced to the statement ~n the infinite­
volume pressure independence of boundary condition 1]. 

This result will be proved in the next section. 
Before ending this section let us note also other simple 

but remarkable correlation inequalities. 
Proposition 2.4: Let JlE[i~«Z). For any choice of 

ajE[0,21T), i = 1,2, ... ,n, we have 

and 

~: C<#J (xl' .... ,xn» 1 (iII c(9' + al)(xl »): I· 

'I 
'd: 
~ 

(2.14) 

1 (iII :cos(a9' + E'I1!A):(.t;»): 1 <C~ (ft, .. ·,/")· 

Proof: This follows easily from the formula 

C <#J (xl,···,xn) - (iII c(9' + a l ) (XI) ): 

= (Ii c(9')(xl ) - Ii c(9" +al)(XI»)(O''1l, (2.15) 
1=1 1=1 <#J 

formulas (2.12) and (2.13), and the duplicate variable 
trick. Q.E.D. 

Recalling the Folmer, Weizsacker, and Winkler results 
mentioned in the Introduction we have the following corol-
lary. 

Corollary 2.5: The Gibbs measure Jl <#J is an extremal 
Gibbs measure in the set [i1(Z) (for every z>O). 

Proof: This is a standard application of the representa­
tion of an integral over the Martin-Dynkin boundaries 
a[il(z) ofthe set [i1(Z). For convenience, we review some 
results from the Folmer, Weizsacker, and Winkler theory in 
the Appendix to this paper. 

Remark 2.1: For eventual future application we define 
also the following moments of the measure Jli.. (d9'): 

CA<xl, ... ,xn) ==E~A LiIl c(9')(xl ) 1l:(AC)} (1]) 

and 

= f Jli.. (d9') liIl : COS(E9'(XI ) + E'I1!A(XI »): 

(2.16) 

Si..(xl, ... ,xn) E~A LiIl S(9')(X, )Il:(AC)} (1]) 

= f JlA<d9') liIl : sin(E9'(x, ) + E'I1!A(XI »:. 
(2.16') 

Then, it is not hard to observe the correlation inequalities 
A 

listed above hold also for C i.. . 
Proposition 2.6: Let JlE[i~(Z). Then for every n>O, 

fl, ... ,/"eS(R 2), such that.t;>O, fori = 1, ... ,n, anygeS(R 2), 
the following correlation inequalities hold: 

(2.17) 

(2.18) 

In particular, this proposition leads to the same bootstrap principle as Corollary 2.2 for the moments 
A A 

lim Ci.. (xl, ... ,xn) =C! (XI,. .. ,xn)' 
AIR2 

The existence of c! (Xl, ... ,xn) follows from the application of the reverse martingale theorem and the correlation inequality 
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(2.18). Moreover, from the correlation inequality (2.18) it follows easily that the set of the limits limA p!J... forms then a 
weakly precompact set in the space of all probability measures on the space {S '(R 2),B}. The last remark follows easily by 
noting the following formula: for any p,EY~ (z), 

EJL {eitp(J) 1l:(AC)}( 1]) = e,,,,~A(J) f eitp(J)P,A (dcp) = e,,,,~A( f) e - (\/2)11/11
2
_ I.a\ 

f P,A (dCP)exp(z If dA(a')dx:eia·(tp+'IJ~A)(X):(e-a,(_~aA+n-'./(X) -1)) 
= e,,,,~A(f)e - (\/2)11/1I2-I.aAEJLA {exp z 1 f dx dA (a'):eia'tp(X): (e -a'( - ~aA + l)-'.f(x) - 1) 1l:(AC)} (1]), 

IlfIl2
_I.aA== f f dxdyf(x)( - aaA + 1)-Y(y), 

dA(a') = ~(8(a' - a) + 8(a' + a»). 

III. INFINITE-VOLUME PRESSURE INDEPENDENCE OF 
THE BOUNDARY CONDITION 

In this section we will concentrate on the proof that the 
infinite-volume limit pressure does not depend on the typical 
boundary condition "1]ESUpP p," whenever p,EY~ (z). 

Several results on the independence of the infinite-vol­
ume pressure for the so-called classical boundary conditions 
have been obtained.28 However, it seems to us very likely 
that the class of classical boundary conditions is not of mea­
sure 1 from the point of the Gibbsian approach to this prob­
lem. Therefore, all the results28 are incomplete for the pres­
ent applications. 

A. Shape Independence 
Let p, Y ~ (z). Then, we define the finite-volume pres­

sures 

p~ (z) = - (lIIAI)In Z~ (z), 

PA (z) = - (l/IAI )In ZJ..(z), 

(3.1) 

(3.2) 

for "1]ESUpP p,." The corresponding infinite volume limits 
will be denoted by p~ (z) andp! (z), respectively. 

Lemma 3.1 (shape independence): Letp,EY~ (z). When­
ever At R 2, in the sense of van Hove, and such that aA are 
piecewise C I, then 

JL 
V: lim PA (z) =p! (z) 
1] AIR' 

(3.3 ) 

exists and does not depend on the chosen sequence At R 2 as 
above. 

Proof: Let us rewrite Z A in the following way: 

ZA (z) = f p,gA (dcp) exp(z 1 :C(CP):I (X)dX) 

xexp(z 1 :C(CP):I(X)(c('II~A)(X) - l)d
2
x) 

xexp( -z 1 :S(CP):I(X)S('II~A)(X)d2X)' 
(3.4 ) 

where: : I means the normal ordering with respect to the 
covariance ( - a + 1) -I, i.e., 
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:C(CP)(X):I" = "exp(E2/2)S(0»)cosecp(x), 

:s(cp )(X):I" = "exp( (~/2)S(0) )sinecp(x). (3.5) 

Using the L2 estimate following from the (proof of) 
Theorem 3.4 in Ref. 22 for the half-Dirichlet state (at this 
point one can use conditioning inequalities), we have that 
there exist constants C1,C2 independent of 1] such that 

IZA(z)l<clexpc~2IAI. (3.6) 

Above we also used the following trivial bounds: 
IS('II~A)(X) 1<1 and IC('II~A)(X) 1< 1 pointwise on S'(R 2). 

Recall that here the corresponding quantities are not Wick­
ordered. 

From the estimate (3.6) it follows that whenever 
An t R 2 in some well-prescribed sense there exists a subse­
quence (n') C (n) such that PAn' (z) is then convergent. 

In the case when {An} is such that aAn are C I piecewise 
and there exists E > 0 such that 

it follows that every accumulation point of the sequence 
{PAn (z)} is equal to p~ (z) and this proves the claimed con­
vergence and shape independence. Q.E.D. 

B. Estimates on ~A 

Several local decay properties of the solutions of the sto­
chastic Dirichlet problem (1.3) have been proved in the ba­
sic paper.6 However, the results obtained in Ref. 6 are not 
sufficient for our purposes. As we will show below, some a 
priori bounds are needed for the estimation of the quantities 
like S ~ 1'II~AIP(x)d2X, where a is a typically unit cube in R 2 
and p> 1. Such estimates follow easily from the application 
of the Chebyshev inequality. 

Let us denote 

KaA(x,y)=( _ a + 1)-I(X,y) - (- aaA + l)-I(X,y). 

(3.7) 

It is well known that K aA (x,x) is a smooth function for 
xlf,aA and has exponential decay as dist(x,aA)-oo. More­
over, as x-aA, then KaA(x,x) behaves like (11 
21T)lnldist(x,aA) I (see, i.e., Ref. 3). 
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Lemma 3.2: Let J.LE~~{Z). Then for any unit cube 
a C R 2 and any bounded A C R 2 with C I-piecewise bound­
ary, there exists a constant C3 (17,A) finite for J.L a.e. 17 such 
that for all /3 < 1 the following estimate holds: 

1 (\fI~A)2{X)dx<C3{17,A) [1 KaA{x,x)dx r· (3.8) 

Proof: Let c{R 2) be the partitioning of R 2 onto unit 
cubes such thataec{R 2). Take 8 > o arbitrary and fixed. For 
P.E~~{Z), we have 

p. {17eS'(R 2) 17 { (\fI~A)2(X)dx~ ! (1 KaA{x,x)dx r} 
< ~P.{17eS'(R 2) 1 { (\fI~A)2(X)dx 

~ ! [1 KaA(x,x)dx r} 
(by the application of the Chebyshev inequality) 

<8 ~ [Ii KaA(X,X)dX] -fJ 

X f p.(d17) (1 (\fI~A)2(X)dX) 
J 

<8 const (~ (Ii KaA(x,x)d 2X Y -fJ) . 

Whenever /3 < 1 the sum ~j is finite due to the exponential 
decay of K aA. Since 8 is arbitrary, the prooffollows. Q.E.D. 

For the case of completely regular Gibbs measure one 
can generalize the following. 

Lemma 3.3: Let P.E~~r(Z), Then for any unit cube 
a C R 2 and any bounded A C R 2 with a C I-piecewise bound­
ary there exists a constant C4 (17,A) finite for J.L almost every 
17 and such that for all/3 < n/2 the following estimate holds: 

1I\f1~Aln(x)dx<c4(17'A) {I KaA(x,x) r (3.9) 

Proof: The main argument is again the Chebyshev in­
equality applied as in the proof of Lemma 3.2. The addi­
tional argument comes from the assumed complete regular­
ity of p.. From P.E~~r(Z) there follows from the Cauchy 
integral formula the following estimate: 

If p.(d17) iiil 17(/;) I «n!)1/2 const iiilil/;II-I' 

(3.10) 

Q.E.D. 

p. {17eS'(R 2) 11 (\fI!An'(X»)2 dx~ ! [1 KaA"(x,x)dx r} 

The following estimates of the quantities like 
SA (V\fl~A) 2 dx for dist (a,a A) = f" > 0 should be useful in 
future applications.3o

,34 

Lemma 3.4: Let P.E~~(Z). Let ACR 2 be a bounded 
with C I-piecewise boundary subset, and let a be a unit cube 
in R 2 such that dist (a,a A) = 8 > O. There exists a constant 
Cs (17,A,8) finite for p. a.e. 17 and such that 

IIV\fl~A(x) 12 

<cs{17,A,8)(lll.K aA(x,x)dX 

+ (1 KaA(x,x)dx r), 

for any /3 < 1. 
Proof: By elementary calculations we have 

ll.KaA(x,x) + 2K aA (x,x) 

(3.11) 

= 2 i i (VxpaA{X,zI»)S(ZI,z2)(VXpaA(x,z2»)dzl dz2, 

(3.12) 

forx~A. 

Moreover, Il.K aA (x,x) still has exponential decay in the 
dist(x,aA) argument. Therefore, we may again apply the 
Chebyshev inequality in the spirit of the proof of Lemma 
3.1. Q.E.D. 

The unpleasant feature of the obtained estimates is the a 
priori dependence of the constants C3, C4, and Cs of A. How­
ever, this dependence is not very essential as the following 
estimate shows. 

Estimate: Takep.E~ ~ (z) and let aec(R 2) be given. Let 
{An} be any sequence of bounded subsets of R 2 with C 1-

piecewise boundaries and such that An t R 2 monotonously 
and by inclusion. There exists a subsequence (n') C (n) and 
a constant D ( 17,{3) finite for J.L a.e. 17 such that, for all /3 < 1, 

Proof: We use again the Chebyshev inequality. Let us 
take p > 0 to be arbitrary. Then 

<~p. {17eS'(R 2) 11 (\fI!An'(X»)2 dx~ ! [1 KaAn'(x,x)dx r} 
<8 L S dp. (17) [s:A (\fI!An

, (x) j2 dx] <8 L [ f K aAn, (x,x )dX] I - fJ. 
n' [SAK n'(x,x)dxY n' JA 

A typical contribution of the integrals to the sum ~n' is 
bounded by O( 1 )exp - dist( a,aAn, ). Let us denote 
an' = dist(a,aAn,). Applying the root criterion we easily 
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conclude that the series ~n' is convergent whenever 

lim inf (an'/n') >0. 
n' 
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From the assumptions made on the sequence {All} it follows 
that a subsequence of that type (n') C (n) may always be 
chosen. Because 8 is arbitrary the prooffollows. Q.E.D. 

The value of the proved estimate is the following one. In 
some situations we know from the very beginning that the 
thermodynamic limits of some quantities of interest do exist. 
Therefore, it is enough to control these thermodynamic lim­
its by passing to an arbitrary subsequence. It follows from 
the proof that the most natural case of the applications is the 
case when All tR 2 in the sense of Fisher. 

Remark: There exists the corresponding version of this 
estimate for the case of completely regular measures. In par­
ticular, they have been applied in Ref. 34 to prove conver­
gence of the high-temperature cluster expansion in the 
P(tph models (however, nonuniform in the boundary 
data). In this paper, we will not use it, therefore we will not 
write them explicitly. 

The following lemma also shows mild dependence on 
the volume IAI of the constants C3, C4, and Cs in the above 
proved lemmas. 

Lemma 3.5: Let {All} be any sequence of bounded sub­
sets of R 2 with piecewise-C1 boundaries {oA,,} and such that 
All tR 2 monotonously and by inqlusion. 

( 1) Letpef1! (z) and let a number p > 0 be given. Then, 
there exists a subsequence (n') C (n) and a function C6 (1/,p) 
finite p-a.e. and such that 

f ('II:A"(X»)2 dx<C6 (1J,p) loA". II +P, (3.14) 
J(o,A.,) 

where 

olA = {xeA ldist(x,oA) < t}. 

(2) Letpef1 ,(z) and letanumberp > Obegiven. Then, 
there exists a constant C7 (1/,p) finite p-a.e. and a subse­
quence(n') C (n) such that 

f IV'II:
A"1 2(x)dx<C7 (1/,p) loA". II +p. (3.15) 

Proop Estimates (3.14) and (3.15) are obtained rigor­
ously again by the application of the Chebyshev inequality 
and the assumed regularity of p. Instead of writing the for­
mal proofs in detail, we explain why these estimates are true. 
Taking E> 0 we have 

f 
faA ('II:An(x)f dx 

(d) " -, 
P 1/ loA" II +E 

<loA" 1- J E r dx fp(d1/)(~A'(X»)2 
Jo,A. 

The last estimate follows from the well-known fact that there 
exists a constant c such that for every I1j EC(R 2) we have 
IIKoA IIL'(.1) <c (see Proposition 7.8.7 in Ref. 3). Using ad­
ditionally formula (3.14) the evidence of the validity of 
(3.15) can be seen by similar arguments. Q.E.D. 

For the completely regular measures we note the follow­
ing estimates. 

Lemma 3. 6: Let {All} be as in Lemma 3.5. Assume that 
pef1~,(z) and let p>O be given. For every integer k;>l, 
there exists a constant Cs ( 1/,p,k) finite p-a.e. and a sequence 
(n')C(n) such 

(3.16) 

c. Shift tranaformatlon 
Now we are ready to demonstrate that the effect of the 

conditioning is a typically bondary effect and in the case of 
pressure it vanishes in the thermodynamic limit. 

For a given bounded A CR 2 with C I-piecewise bound-
ary oA, let us denote (here 0 < E < 1) 

Y = {xeAldist(x,oA);>t}, 

YE = {xeAldist(x,y) <d, 
YE=A_ YEo 

Let X E (x) be a function (indexed by A) such that 

and such that 

xeY, 
xeYE, 

xeYE. 

sup max{l0tXEI (x) , 102X'E I (x)}<ClO(A) < 00, 
xeA 

(3.17) 

(3.18) 

In the formula defining Z A let us perform the following shift 
transformation: 

•• ,oA tp-+tp-XE T ., • 

Using 

xeYE - Y, 

(3.19) 

(3.20) 

p. 

Note that because 't/: 'II~A is a C'" function inside A as it is a solution (in S') of the elliptic homogeneous equation ., 
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( -/1 + 1 )'I1~A(X) = O. This is a reason why the transformation made above has a perfectly correct mathematical sense. 
Using these formulas we have 

ZX(z) = exp(..!.- JXE (X)'I1~A(X)J~ (X)dx) 
Z~ (z) 2 

X (exp[z J [c(q? + (1 - XE )'I1~A)(X) - c(q?)(x)] ] dx exp( - q?(J~»t (z). (3.21) 

By the application of the Cauchy-Schwartz inequality we 
have 

~~ ~:~ <o~ (7])(Oi (7]»)1/2(O~ (7]»)1/2, (3.22) 

where we have a defined 

O~(z) =exp(~ J XE(X)'I1~A(X)J~(X)dX), (3.23) 

0i (z) = (exp[ 2z 1- y (C(q? + (1 - XE )'I1~A)(X) 

- C(q?»)dX) A (z), (3.24) 

(3.25) 

Now we prove that all these factors have a typical behavior 
like exp 0(7]) laAI. 

In the next three lemmas we assume that {An} is a se­
quence as described in the Lemma 3.5 above. Additionally 
for a given sequence {An} we choose a sequence X: such that 

CIO(E) = sup CIO (An) < 00 
n 

and (3.26) 

Cl1 (E) = sup Cl1 (An) < 00. 
n 

Lemma 3. 7: Let {An} be as above. Let ItEY ~ (z) and 
p>O be given. There exists a constant C12(7]) finite on 
supp It and a subsequence (n I) C (n) such that 

lut (7]) I <exp C I2 (7],p) laAn·1 1 
+p. (3.27) 

Proof It is due to the factor J ~ in the integral over dx 

that this integration is made over the set YE - y=a ~A. Us­
ing the definition of J~ given by (3.20), the properties 
(3.18) ofXE' and the Cauchy-Schwartz inequality, we have 

U~.(7])<exp..!.-C9Cl1 r ('I1:
A
·(X»)2dx 

2 Ja~. 

Proof By a little algebra we have 

(3.28) 

Given the sequence {An} as in the assumptions and using 
then Lemma 3.5, we conclude that there exists a subse­
quence (n') C (n) such that 

ot (7]) <exp CI2 (7],p) laAn·1 1 +p. (3.29) 

Q.E.D. 
Lemma 3.8: Let {An} be as above. For any ItEY~(Z), 

p > 0 there exists a constant C13 (7],p) finite It-a.e. and a sub­
sequence (n') C (n) such that 

I O~ •. (7]) I <exp C13 (7],p) laAn·1 1 + p. (3.30) 

Proof From the correlation inequality (2.1) it follows 
that for every/ eH -I (R 2) we have 

(e<P(f» A (z) <exp !1I/1I2....: l.aM (3.31) 

uniformly in the volume A. Applying this observation we 
have 

lot (7])1 = (exp - 2q?(J~ »A (z) 

<exp(211 ( _/1aA + 1 )(XE 'I1~A) 112_ l,aA 

= exp 2 J dx J~ (X)(XE 'I1~A)(X). 
We see now that the integral to be estimated is an almost 
identical to that met in the Lemma 3.7. Q.E.D. 

We proceed now to estimate the factor oi (7]). Here, we 
use the cos Eq? bound of Frohlich.22 From the use of this 
bound there follows our technical restriction on the size of E. 

The cos Eq? bound says that for every regular/we have 

(3.32) 

uniformly in the volume A. Here we have to assume that 

peE) > 1/(1- cl41r). (3.33) 

Lemma 3.9: Let {An} be sequence as in th~ Lemma 3.5. 
LetltEY~(Z). There exists a constant CI4 (7]) finitelt-a.e., 
such that 

(3.34) 

Ui. (7])« (exp( 2z 1. dX:C(q?):aA. (x):c(1 - X:'I1:
A
·):(x) - 1)) A (z) y/2 

X (exp - 2z 1. dX:S(q?):aA.:S(q? - X:~A.):(X») ~2 (z). (3.35) 
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The functions 
aA 

:c{1- X: '11'1 n)(x): - 1 

= exp(a2/2)( 1 - x= )2K aA (x,x») 
aA 

XcoSEx{1- X:)'I1'1 n(x) - 1 

and 

:s( 1 - X:'I1:An ):(x) 

= exp(Ex2/2)( 1 - X: )2K:An(x,x») 

X sin Ex{1 - X: )'I1:An(x) 

(3.36) 

(3.37) 

are both supported on the set A - Yand are bounded there 
by 

l:c{1- X:)'I1:
A
"(x): - 11 

2 aA <2{1- x:)exp(Ex /2)K n(x,x) (3.38) 

and 

1:s{1- X:)'II:An(x) I 

<(1- x:)(x)exp(EX2/2)K aA(x,x). (3.39) 

Note that we have changed E in formula (3.35) defining 
interaction by a in order to exclude the possible missing of 
the symbols used. 

The functions KaA(x,x) have locally integrable singu­
larities on the set aA. They have the behavior like 

KaA(x,x) _ - (1121T)ln ldist (x,aA) Ie - dist(x.aA) (3.40) 

as x-iJA. In applying the cos Erp bound we need to have 
a 2 < 2/ (1 - 1/217'). Assuming this holds, we can apply 
Lemma 3.6 to both the factors ip. the estimate (3.35). Q.E.D. 

D·P! =I"!, 
Summarizing our discussion we have the following 

theorem. 
Theorem 3.10: Let ~<2/(1-1/21T) and J.te~~(z). 

Then 

Il 
't/: lim pX (z) = p;" (z) = p~ (z). (3.41) 
'I AIR' 

Here At R 2 means any sequence {An} of bounded, with C 1_ 

piecewise boundaries subsets of R 2 such that An t R 2 monot­
onously and by inclusion and such that, for some p > 0, 

lim (laAnII+P/IAnl) =0. 
nloo 

Proof: From Lemma 3.1 we know that there exists for J.t 
a.e. TJ a subsequence (n') C (n) such that the limit 

ern') = lim In(Z Xn' (z)/Z~n' (z») - III
A

n·1 
n't 00 

exists, From formula (3.21) and the Lemmas 3,7-3.9 it fol­
lows that for J.t a.e. TJ we have ()~. = O. From this we con­
clude that p~ (z) is the only accumulation point of the se­
quence {oX

n 
(z)}. Q.E.D. 

IV. COMPLETING OF THE PROOF OF THEOREM 1 

The sequence of moments {C~ (xI, ... ,xn)} n = 1 •... does 
not describe fully the measure J.t 00 but rather its restriction to 
the even part of the 0' algebra ~Il (R 2) only. From the inde-
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pendence of the boundary conditions of the moments 
{c;., (x I, ... ,xn )} n = 1 .... it follows that every even function of 
the field rp does not depend on the boundary conditions. In 
particular, taking an arbitrary sequence/I, ... ,f"eS(R 2) we 
conclude that the moments 

C;., (/I,· .. ,jn I (xI,· .. ,xn) 

(4.1 ) 

where 

:cos Erpfi: (x;) = exp( (~/2) (S. J;) (0») 

X cos E( rp • J; ) (x; ) (4.2) 

does not depend on the given TJ if c;., (xI,. .. ,xn) does not 
depend on TJ. By the arguments identical to those used in the 
proof of Proposition 2.4 we have the following correlation 
inequality. 

Lemma 4.1: LetJ.te~~(z). TakeJ;" ... ,f"e~(R 2) and 
a I ,· .. ,ane[0,21T) arbitrary. Then for J.t a.e. TJ the following 
correlation inequality holds: 

I (iII :COS(Erpfi + a; )(x;)=): I 

"(iII :COSErpfi:(X;»):. (4.3) 

We note the following lemma also. 
Lemma 4.2: TakeJ.te~~(z) andJ;,'''',/n as in Lemma 

4.1. Then for J.t a.e. TJ we have 

(.rr :cos Erpfi:(x; ):sin Erpfn+' :(y»)'1 = 0, (4.4) 
1=1 00 

assuming that (c(rp)(x»;" = (c(rp(O»~ holds. 
Proof: Let us choose an arbitrary number ae [0,217'). Ap­

plying Lemma 4.1 and Corollary 2.3, we obtain 

(iII c(rpfi )(x; )s(rpfn+' ± a(y) ): 

= cos a (iII c(rpfi)(x;)c(rpfn+' )(y) r 
=+= sin a(iIl c(rpfi)(x;c(rpfn+' )(y) r 

= cos a (iII C(rpf;) (Xi )c(rpfn +,) (y»): 

=+= sin a (iII c(rpfi )(x; )s(rpfn+' )(Y) ) : 

< (iII c(rpfi )(x; )c«Pt.+, )(y) ):. 

Taking ae(0,1T/2) we have 

± (iII c(rpfi)(x; )c(rpfn+' )(y»): 
l-cosa (n ) <. II c(rpfi)(x;)c(rpfn+')(Y) . 

Sin a ;=1 A 

Letting a!O we get the result. Q.E.D. 
From this we easily obtain the following corollary. 
Corollary 4.3: Let J.te~~ (z) and let /I, ... ,jne~ (R 2). 
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Then ~suming (c(q?)(x»~ = (c(q?)(O) >~, we have 

(Ji
l 

s(q?fi )(xj ) ): = (Ji
l 

s(q?fi )(xj ) ) : (4.5) 

and for arbitrary gl, ... ,gmEf?P (R 2) we have 

(UI c(q?fi )(xl ) JI
I 

s(q?gj) (Yj) ): 

= (Ul c(q?fi )(x j ) ill S(q?g) (Yj) ) / (4.6) 

assuming the equality (c(q?)(x»~ = (c(q?)(O»~. 
Proof: From the repeated use of the formula 

sin a sinfJ = Hcos(a - p) - cos(a + fJ)] 

and application of Lemma 4.2 and Corollary 2.3 the proof 
follows easily. Q.E.D. 

Finally, we are ready to prove Theorem 1. 
Proof of Theorem 1: It is well known that p~ (z) is a 

concave function of the coupling constant z. From this it 
follows (see Refs. 35 and 36) thatp~ (z) is almost every­
where a differentiable function (except at most a countable 
set of values) and that we have the equality 

d l' 0 ( l' d 0 ( ) - 1mpA z)= 1m -PA Z, 
dZAIR' AlR'dz 

at the points of differentiability. The arguments of Sec. III 
can easily be extended to treat the following perturbed pres­
sure: 

pX (Z,A.) = - 1~lln f exp(A. f C(q?)(X)dX) 

xexp(z i C(q? + qJ~A)(x)dx aA(dq?») /lo· 

(4.7) 

In particular, we obtain that the unique thermodynamic lim­
it 

p~ (Z,A.) = lim pX (Z,A.) 
AIR' 

(4.8) 

exists (whenever At R 2 as in Sec. III) and is independent of 
the typical boundary condition TJ. Moreover, the limit is dif­
ferentiable at A. and z almost everywhere. Assuming that 
p~ (z) is differentiable at the point z = Zo we obtain 

~ P"!,. (zo,A.) 1A=0 

= d~ p~ (zo,A.) I = dd p~ (z) I 
/L. A=O Z Z=Zo 

= lim -1-i (c(q?)(x».., (zo) = (c(q?)(O».., (zo) 
AlR'IAI A 

= lim ..!!.....- pX (zo,A.) I 
AIR'dA. A=O 

= lim -1-i (c(q?)(x»Xdx, 
AIR' IAI A 

(4.9) 

which shows that p~ (zo.A.) is then differentiable at the point 
A. = 0 and that [assuming the limiting measure ( )~ (zo) 
has a translationally invariant first moment] the following 
equality holds: 
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(C(q?)(O»~ (zo) = (C(q?)(X»~ (zo). (4.10) 

Thus, the bootstrap principle of Corollary 2.3 then is appli­
cable with the result that if /l is any regular measure then for 
/l a.e. TJeS I (R 2) and n> 1, we have 

(UI C(q?)(f»): (zo) = (UI C(q?)(f»): (zo)· 

(4.11) 

For the regularized moments of the form 

(* c(q?fi (XI) ill C(q?g) (Yj) ): 

we then apply Corollary 4.3. The limitsf ~()j gj ~() of both the 
sides of equality (4.6) can easily be controlled by the appli­
cation of the cos Eq?-type of bounds for the measure 
~(~). ~Rn 

Remark 4.1: Taking into account Remark 3.1 we can 
eliminate the A.-perturbation argument used above. 

V. CONCLUDING REMARKS 

The main motive for writing this paper is the question 
about the global Markov property for the two-dimensional 
scalar fields. In the case of lattice systems some results con­
cerning this problem have been obtained in Refs. 37 and 38. 
The main strategy coming back to Preston, I and Folmer9 is 
to introduce a certain order (the FKG order) into the set of 
Gibbs measures. Some simplifications have been made in the 
paper by Goldstein.40 The method of this paper combined 
with the superstability estimates has been applied by the au­
thor to show the global Markov property also for some non­
ferromagnetic continuous spin systems in Ref. 41. 

One of the main obstacles to applying immediately the 
techniques of the FKG order to the continual case is that we 
do not know whether such an order can be defined in space of 
the Gibbs measures describing the continual fields. The in­
triguing question is to find a suitable notion of the lattice 
regularization which discretizes the Dirichlet problem ( 1.3 ) 
in a proper sense by which we mean, first, that the discrete 
versions of the corresponding local specifications are con­
vergent surely to the continual one, and second, the shift 
transformation exists which transform the discrete versions 
oflocal specifications to the forms considered in Refs. 37 and 
38. Then, the FKG order may be induced into the set of the 
continual Gibbs measures on account of the assured conver­
gence. But we have not checked any details of this intriguing 
program. 

On the other hand, the methods of the present paper do 
not use any kind of ferromagnetic properties of the continual 
fields. Therefore, they seem to be very useful in the study of 
the DLR equations for continual fields that are defined by 
the trigonometric perturbations of Gaussian, generalized 
fields. Such an analysis has been performed by the author in 
Refs. 42--44. 
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APPENDIX 

In this Appendix we review some results obtained by 
Folmee and Weizsacker and Winkler,8.9 which are relevant 
for us. Related results can be found also in the second 
chapter of Preston. 1 

Let {J,a} be an increasing net that is countably generat­
ed. Assume that {,n,~} is a standard Borel space and that for 
every i61 there is a sub-o--algebra ~j of ~ such that 
ia A~j C ~j' A collection V of stochastic kernels {pj, i61} 
from {O,~J to {O,~} is called specification iff 

(sl) 't/ 't/ Pj ( • ,F) is ~j measurable, 
i€J FEl: 

(s2) 't/ 't/ Pj ( • ,F) = IF' 
jeJ FEl:, 

(3) iai~Pj Pj =Pj" 

A probability measure J.L on {O,~} is called the Gibbs state 
corresponding to the given specification V iff it satisfies the 
DLR equations 

(DLR) 't/ J.LoPj = J.L. 
i€J 

We collect the fundamental results obtained in Refs. 7-9 
and 44 in the following theorem. 

Theorem A.I: There exist a standard Borel space 
{O'" ,~"'} and a stochastic kernel P '" from 0", to 0 such 
that the mapping J.L -J.LP", is an affine bijection from the set 
of probabilistic measures on {Oao ,~"'} onto G( V), in parti­
cular, G( V) = {J.LP", IJ.L runs over probabilistic measures on 
{O'" ,~"'}} and the extremal points of G( V) (the so called 
Martin-Dynkin boundary) 

aG( V) = {p", (w", ;-) Iw", EO",}. 

The set aG( V) of extremal points of G( V) is measurable 
with respect to the evaluation 0- algebra ~ and for each Gibbs 
state J.L there is a unique probabilistic measure p on {aG( V), 
aGn~} such that 

't/ J.L(B) = ( v(B)dp(v). 
BEl: JaG( V) 

For the application to field theory we put {O,~} 
= {S'(R 2),B}, {J = {An},C} any monotone sequence of 

bounded regular subsets of R 2 tending to R 2 monotonously 
and by inclusion. Then ~n = ~(A~). 
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An approximate means of solving Fredholm integral equations by the maximum-entropy 
method is developed. The Fredholm integral equation is converted to a generalized moment 
problem whose approximate solution by maximum-entropy methods has been successfully 
implemented in a previous paper by Mead and Papanicolaou [L. R. Mead and N. 
Papanicolaou, J. Math. Phys. 25, 2404 (1984)]. Several explicit examples are given of 
approximate maximum-entropy solutions of Fredholm integral equations of the first and 
second kinds and of the Wiener-Hopf type. Both the weaknesses and strengths of the method 
are discussed. 

I. FORMULATION OF THE MAXIMUM-ENTROPY 
METHOD OF SOLUTION 

Consider an integral equation of the general type: 

P(x) =;(x) - ib 
dyP(y)K(x,y), (1.1) 

where P(x) is the unknown function sought on the interval 
[a,b], ;(x) is a given function, andK(x,y) is a given kernel. 
When [a,b] is finite in (1.1), we have a Fredholm equation 
of the second kind, when [a,b] = [0,00], a Wiener-Hopf 
equation, and, if the left-hand side of (1.1) is replaced by 
zero, a Fredholm equation of the first kind. 1 As yet no re­
strictions are placed on the specific form of the kernel 
K(x,y). Our strategy will be to convert (1.1) into an equiva­
lent generalized moment problem whose maximum entropy 
solution has been studied in some depth by Mead and Papan­
icolaou.2 To accomplish this transformation, let M" (x), 
n = 0,1,2, ... , be a linearly independent set of functions de­
fined on the interval [a,b] (possibly infinite). Multiply both 
sides of ( 1.1) by M" (x) and integrate both sides of the re­
SUlting equation with respect to x over the interval [a,b]. 
After some rearrangement, the new equation reads 

/l-" = i b 

dy P(y)G" (y) , (1.2) 

where 

/l-" ib 

M" (x );(x)dx , ( 1.3) 

Gn (x)==M" (x) + i b 

dtK(t,x)M,,(t), (1.4) 

and where, in (1.2)-(1.4), n =0,1,2, .... Equations (1.2) 
have the form of a generalized moment problem where the 
given generalized moments /l-" computed from (1.3) are 
generated by the set of known functions Gn (x) defined by 
(1.4 ). 

Some remarks are clearly in order at this point. First, in 
obtaining (1.2) from (1.1), an interchange in the order of 
two integrations is made. Henceforth, we assume that any 
singularities present in the kernel K(x,y) are sufficiently 
weak to permit this interchange. This property of K(x,y) 

will be explicit in the numerical examples of Sec. II (the case 
of singular kernels will not be investigated here). Second, it 
is judicious to choose a set of functions Mn (x), such that 
integrals appearing in (1.3) and (1.4) [defining the /l-" and 
G" (x), respectively] may be performed analytically. Al­
though, strictly speaking, this requirement is not necessary, 
the maximum-entropy algorithm for the solution of (1.2) 
described below is otherwise far less easily implemented. Be­
fore continuing the discussion, it is necessary to state the 
maximum-entropy approximation to the solution of ( 1.2). 

Given the set of known, exact moments /l-", 
n = 0,1,2, ... ,N, determined from (1.3), the "optimal" func­
tion PN(x) satisfying the constraints (1.2), up to n = N is 
found by maximizing the entropy functional2 

S [PN] = - ib 
dx PN(x) [lnPN(x) -1] 

+ it/i[/l-i - ib 
dXPN(X)G/(X)]. (1.5) 

Variation of the entropy S with respect to PN and the Ai 
yields a set of maximum-entropy (max-ent) equations 

/l-,,= ibdXG,,(X)PN(X), n=0,1,2, ... ,N, (1.6) 

where P N (x) is found to be 

PN(x) = exp[ - ito AiGi(X) J . ( 1.7) 

Equations (1.6) arejustthe moment conditions (1.2) deter­
mining the solution of the original integral equation (1.1) 
truncated to finite N. They are to be looked upon as a set of 
equations determining the unknown Lagrange mUltipliers 
Ai' i = 0,1,2, ... ,N, the knowledge of which fixes the solution 
P N (x) given by (1.7). Full details of the numerical algo­
rithm used to find the Ai may be found in Ref. 2, as well as 
several successful solutions of the moment problem in phys­
ical applications. Details will not be given here. 

Two further important points need to be discussed. The 
maximum-entropy method assumes that one is seeking a 
probability distribution P N (x), satisfying the given con­
straints (1.6); that is, the max-ent method returns a PN(x) 
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that is everywhere non-negative on the interval [a,b]. There 
is, of course, no guarantee that the original integral equation 
(from which the moment problem was derived) has any 
such solution. Nonetheless, we will seek a positive definite 
solution P(x) to ( 1.1 ). If such a solution is not found, then it 
may be possible to transform the original integral equation 
into a new one having a positive definite solution by a change 
of variable. Further discussion ofthis point is deferred to the 
examples of Sec. II. Next, we must ask whether it will always 
be the case that the solution of the full (N = 00) moment 
problem (1.2), also be a solution to the integral equation 
(1.1)? A partial answer to this question is available. For the 
case that [a,b] is a finite interval (for example, [0,1]) and 
the Gn (x) are xn (or polynomials of degree n), Hausdorff 
has provided necessary and sufficient conditions on the mo­
ments.un such that a unique positive definite functionp(x) 
exists satisfying (1.2).3 Thus, if Hausdortrs conditions are 
satisfied and ( 1.1 ) admits a unique positive definite solution, 
the two must coincide since the moment the problem is de­
rived solely from the original integral equation. For the in­
terval [0,00]' or for more general Gn (x), numerical evi­
dence must be relied upon at this stage. 

II. NUMERICAL EXAMPLES 

In this section a number of numerical examples are pre­
sented all but one of which have known, exact solutions. 
These equations are chosen so that the various possible diffi­
culties pointed out in the previous section may be easily ad­
dressed. The max-ent solution PN (x), found from (1.6) and 
(1.7), must approximately satisfy the integral equation 
(1.1). The degree to which PN (x) satisfies (1.1) will be ex­
amined by evaluating for various x the left-hand side of ( 1.1 ) 
[ just P N (x) itself], and the right-hand side of (1.1) with 
P(x) replaced by PN(x). The latter will be denoted by 
P~AX(X). Notice that 

P~AX(X) = ¢lex) - f dy K(y,x)PN(y) (2.1) 

takes the form of [¢lex) plus] an average of K(y,x) over 
P N (y). In Ref. 2 it is proved that averages of sufficiently 
well-behaved functions F(x) over P N (x) converge to the 
exact average of F(x) over the true P(x); that is, 

(F(x» = f dx F(x)P(x) = 1~ i b 

dx F(x)PN (X) . 

(2.2) 

Thus, assuming the moment problem ( 1.2) is equivalent to 
the original integral equation, the PN (x) and P~AX(X) 
ought to therefore agree for almost all x in [a,b] in the limit 
as N-- 00. Moreover, in Ref. 2 the pointwise convergence of 
P N (x) to P(x) was examined in the context of the moment 
problem. It was found that while the pointwise convergence 
of P N (x) was slow (indeed, in some cases not even certain), 
averages of the form (2.2) were rapidly and smoothly con­
vergent. It follows that for a given N, P~AX(X) defined by 
(2.1) is the optimal max-ent approximation to the solution 
of the integral equation. 

The first example is the Fredholm equation 

P(x) = - 1 + ~ f dy P(y)e1x - Y1 , (2.3) 

with ¢lex) = - 1, K(x,y) = ~ e1x - Y1 • The exact solution of 
(2.3) is 

P(x) = -!+Ae2x +Be- 2X
, 

A = -! (1 + e2/3)(1- e4/9), 

B=e2A. (2.4 ) 

Choosing Mn (x) = - xn, n = 0,1,2,00', the moments are 
found to be.un = lI(n + 1). The Gn (x) defined by (1.4) 
are nth-degree polynomials plus linear combinations of eX 
and e - x. These will not be displayed explicitly. The five mo­
ment (N=4) set of max-ent equations (1.6)-(1.7) are 
solved numerically by the procedure of Ref. 2. The resulting 
Lagrange multipliers, Ai> i = 0,1,00.,4, are given in Table I. 
Values of P4 (x), P~AX(X), and the exactP(x) are given in 
Table II for various x. Notice that the agreement between 
PN (x) and P~AX(X) (the approximate left- and right-hand 
sides of the integral equation, respectively) is only moderate 
(two significant figures). On the other hand, the agreement 
between P ~AX (x) and the exact values of (2.4) are consid­
erably improved (four to five significant figures) in line with 
the above remarks concerning averages. 

The second example is a more difficult Fredholm equa­
tion studied previously by Guy et ai.,4 

TABLE I. The Lagrange multipliers Ai computed for various integral equations. 

2904 

Equation number 
(2.3) 

0.524 704 574 
- 0.212602660 + 01 

0.983 172 725 
0.228570776 + 01 

- 0.114 285388 + 01 

(2.5) 

- 0.108510 936 + 01 
0.819558864 + 01 

- 0.745595374 + 02 
0.263801 845 + 03 

- 0.380 322 311 + 03 
0.193471906 + 03 
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(2.10) 

- 0.424 341962 
0.166094369 + 01 

- 0.139 898 559 + 01 
0.682 825 062 

- 0.147 264 389 
0.106 746 868 - 01 

(2.14) 

0.363033 198 + 01 
- 0.142 597049 + 02 

0.244451821 +02 
- 0.534 121 593 + 01 
- 0.453 974 814 + 01 

0.739 553 384 + 02 
- 0.541 204 432 + 02 

0.211 940281 + 02 
- 0.430448 522 + 01 

0.356448781 
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TABLE II. Five-moment max-ent solution of (2.3)." 

x 

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 

1.181 324 
0.993292 
0.850917 
0.753738 
0.697809 
0.679610 

1.183518 
0.992469 
0.851 300 
0.754322 
0.697636 
0.678896 

Exact 

1.183518 
0.992473 
0.851229 
0.754313 
0.697639 
0.678998 

"Note that all functions are symmetric about the point x = ! on [0,1]. 

P(x) = 1 - f dy{2[ 1 + 3(x2 + y2) P/2}P(y). (2.5) 

Here, the kernel K(x,y) = 2[ 1 + 3(x2 + y2)] 1/2 has norm 
greater than 3 (see Ref. 4). Thus, the Neumann series I solu­
tion of (2.5) will fail to converge, whereas the Fredholm 
series I is cumbersome to compute. If we choose M" (x) 

=xn,thentLn = lI(n+ 1),n=0,1,2, .... TheG,,(x) may 
be exactly computed and are algebraic functions (n odd) or 
algebraic functions combined with logarithms (n even). The 
Ai are again given in Table I. The approximate (six-mo­
ment) functions Ps(x), P~AX(X) are given for various x in 
Table III. In addition, values of P(x) are tabulated from the 
numerical solution of (2.5) reported in Ref. 4. Two features 
are evident in Table III. The first is the property ofthe max­
ent solution noted in the first example. The agreement 
between Ps(x) and P~AX(X) is poor, however, agreement 
betweenp~Ax(x) and the exact numerical valuesofP(x) is 
marked (five significant figures). The second feature is that 
both P~AX(X) and the exact P(x) take on negative values 
near x = 1. This Ps (x) is manifestly non-negative; it tries its 
best to become negative, however, dropping sharply to 10-5 

at x = 1. That P~AX(X) can become negative is due to the 
minus sign in (2.5). 

It is appropriate at this point to discuss what one might 
do if the exact (and unknown) solution to an integral equa­
tion of interest happens to be negative over a significant part 
of the interval [a,b]. Consider, for example, the integral 
equation 

TABLE III. Six-moment max-ent solution of (2.5). 

x Ps(x) P~AX(X) Exact" 

0.0 0.499835 0.410047 0.410 043 
0.1 0.369716 0.403856 0.403852 
0.2 0.400 899 0.385688 0.385685 
0.3 0.384521 0.356634 0.356633 
0.4 0.308136 0.318170 0.318169 
O.S 0.241952 0.271848 0.271 185b 

0.6 0.214976 0.219108 0.219108 
0.7 0.194860 0.161177 0.161178 
0.8 0.100 539 0.099064 0.099066 
0.9 0.008083 0.033574 0.033576 
1.0 0.107811 - 04 -0.034655 -0.034652 

a See Ref. 4. 
bThis entry, as reported in Ref. 4, is probably a misprint. 
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P(x) = (I-x) + f (6y+x)P(y)dy, 

whose exact solution is easily found to be 

P(x) =! -x. 

(2.6) 

(2.7) 

The solution (2.7) is negative over the bounded subinterval 
[ P]. Let us attempt a max-ent solution by setting Mn (x) 

= 2x", such that tL" = lI(n + l)(n + 2), n = 0,1,2, .... 
The first two G" (x) defined by (1.4) are 

Go(x) = 3 - 12x, GI(x) = - (! + 4x). (2.8) 

It is immediately evident that GI(x) is negative over the 
entire interval [0,1]. Since tL I = i is positive, the max-ent 
equations (1. 6) and (1. 7) cannot have a solution for n = 1, 
N> 1. That one of the early moment-generating functions 
Gn (x) for some n is everywhere negative is a sure sign that 
the exact solution of the integral equation is negative over 
significant regions of interest. If, as in our current example, 
P(x) is bounded in this region, a simple change of variable 
will suffice to remedy the situation. In (2.6), let Q(x) 
= P(x) + !. The new integral equation then reads 

Q(x) = -~+ dyQ(y)(6y+x). 3 II 
2 0 

(2.9) 

Now, choosing Mn (x) = - 4/3xn, we have tLn = 2/ 
(n + 2) and 

G (x) =- -x +--+-- . 4[ n 6x 1] 
n 3 n+1 n+2 

All of these new Gn (x), n = 0,1,2, ... , are positive definite 
functions on [0, 1 J. Hence, the max -ent algorithm will go 
through. Indeed, the five-moment approximation Q ~AX (x) 
to the solution of (2.9) is accurate to a remarkable 12 signifi­
cant digits. If, then, the solution to the original integral equa­
tion is negative, but bounded, a simple change of variable 
will still allow an approximate solution by the max-ent meth­
od. In many cases even an unbounded and negative solution 
may be handled. Suppose P(x):>O and bounded on [O,c], 
negative on [c,l],andP(x) approaches - 00 as x-I. Then 
the change of variable Q(x) = - P(x) + a, for some finite 
a, will transform the equation to one whose solution Q(x) is 
positive definite on [0,1]. 

The next example to be considered is the Wiener-Hopf 
integral equation 

(2.10) 

whose exact solution is 

P(x) = { 
~ e - 3x, x:>O , 

~~, x,O. 
(2.11 ) 

Since the solution is desired for all x, we first separate P(x) 
as 

(2.12) 

whereP+(x) =Oforx<OandP-(x) =Oforx>O. With 
this separation (2.10) reads 

P+(x) =e-,x'-4i"" e-1y-x1p+(y)dy, x>O, 

(2.13a) 
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P -(x) = e- 1xl - 4 fO e-1y-x1p+(y)dy, x<O. 

(2.13b) 

Hence, the optimal max-ent solution (for given N), 
P ';:AX (x), will be taken to be the right-hand side of (2.13a) 
with P + (x) = P: (x), for x> 0, and the right-hand side of 
(2.13b) [also with P+(x) =P:(x)] forx<O. In both 
cases (x positive or x negative) the associated moment prob­
lem will be derived from (2.13a). Choosing M" (x) =! x", 
we find that #" = n!, and that the G" (x) are polynomials 
plus a term proportional to e - x. The numerical results for 
N = 5 are tabulated in Table I (the Ai) and Table IV 
[P~AX(X) for various x]. Once again Ps(x) (x>O) and 
P ~(x) show poor agreement, but P ~AX(X) and the exact 
P(x) agree to three to four decimal places. That the few 
moment max-ent method can approximate the solution of a 
notoriously difficult type of integral equation (Wiener­
Hopf ) is encouraging, even for the moderate degree of accu­
racy obtained. 

The last example we will consider is the equation 

1 +e-
1TX 

= ('" dye-xyp(y) , (2.14) 
1 +x2 Jo 

a Fredholm integral equation of the first kind, whose exact 
solution is 

P {
sin x , O<x<'IT, 

(x) = 
0, X>'IT. 

(2.15 ) 

Approximate solution of (2.14) is equivalent to numerical 
inversion of a Laplace transform. For this equation a mo­
ment problem will be generated in a way different from the 
previous examples. Both the left-hand side and the kernel of 
(2.14) are expanded in a Taylor series about x = O. Compar­
ing the two series expansions term-by-term yields the mo­
ment problem 

#" = L'" dy y"P(Y) , (2.16) 

where the first few moments #" are #0 = 2, #1 = 'IT, 
#2 = r - 4, #3 = r - 617', #4 = ",.. - 12r + 48, and so 
on. The ten-moment max-ent solution of (2.16), Pg(x), is 
given for various x (up to x = 5) in Table V. The associated 
Ai are listed in Table I. In this case, the optimal solution, 

TABLE IV. Six-moment max-ent solution of (2.10). 

x 

-1.0 
-0.8 
-0.6 
-0.4 
-0.2 

0.0 
0.2 
0.4 
0.6 
0.8 
1.0 

2906 

0.494380 
0.275931 
0.150484 
0.082094 
0.045131 
0.024963 

0.183950 
0.224676 
0.274420 
0.335178 
0.409 387 
0.500027 
0.274258 
0.150 585 
0.082776 
0.045471 
0.024922 

Exact 

0.183940 
0.224664 
0.274406 
0.335160 
0.409 365 
0.500000 
0.274406 
0.150597 
0.082649 
0.045359 
0.024894 
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TABLE V. Ten-moment max-ent solution of (2.14). 

x p.(x) Exact 

0.0 0.256 -01 0.000 
17'/8 0.399 0.383 
17'/4 0.690 0.707 
317'/8 0.946 0.924 
17'/2 0.971 1.000 
517'/8 0.959 0.924 
317'/4 0.660 0.707 
717'/8 0.481 0.383 
17' 0.456 - 03 0.000 

3.5 0.110- 38 0.0 
4.0 0.0 0.0 
5.0 0.0 0.0 

P~AX(X), is not available. Thus, Pg(x) must be relied upon 
to directly generate an approximate solution. As a result, the 
max-ent, Pg(x), approximation is accurate only to a few per­
cent. Notice, however, that Pg(x) rapidly vanishes for x just 
greater than 'IT as it should. In the numerical algorithm the 
upper limit of integrations is taken to be infinite (~50 for 
practical purposes) and not 'IT. The method itself generates 
the cutoff at X~'IT. 

III. DISCUSSION 

This paper will be concluded with a brief discussion of 
the weaknesses and strengths of the max-ent method illus­
trated in Sec. II. Possible weaknesses are noted first. 

( 1) It is not clear whether or not solutions generated by 
a larger number of moments than used here would signifi­
cantly improve the numerical accuracy. If one needs to solve 
an integral equation correct to, say, six or more decimal 
places, other methods may be required. Ultimately, the algo­
rithm of Ret: 2 for solving the max-ent equations (1.6) and 
( 1.7) breaks down due to the accumulation of roundoff er­
ror (sometimes for low numbers of moments). 

(2) It is clear from Sec. I that no assurance can yet be 
given in all cases of the convergence of the max-ent method 
adopted. Theoretical work is still needed. 

(3) Currently the method has been worked out in some 
detail only for equations in one variable. In many areas of 
physics, such as scattering theory, the integral equations en­
countered are in two or more variables. Ultimately, the gen­
eral usefulness of the method explored here to physics may 
depend upon how well it can do with multivariable prob­
lems. 

(4) Often in physics, notably dispersion theory, one is 
faced with integral equations with singular kernels. The au­
thor has not yet attempted such problems; it may be that the 
maximum-entropy method cannot handle this important 
class of problems. 

(5) Finally, it is unclear how the method can handle 
integral eigenValue problems. 

In spite of these difficulties, the proposed max-ent meth­
od has several advantages. 
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( 1 ) The major advantage is the flexibility inherent in the 
method. In the previous examples, the form of Mn (x) was 
chosen to be exn

, e constant. This choice generated an asso­
ciated moment problem. However, other choices of Mn (x), 
such as a set of orthogonal polynomials, may be more appro­
priate to the problem at hand and may generate more accu­
rate solutions. Furthermore, some thought on a given inte­
gral equation may reveal analytical information about the 
solution (such as its asymptotic behavior as x approaches 
some value), which may be incorporated into the max-ent 
equations (see Ref. 2 for further discussion) . 

(2) Even if one can obtain a max-ent solution accurate 
only to a few percent, the knowledge thus gained concerning 
the qualitative behavior of the solution may suggest a differ­
ent method leading to accurate solution. 

(3) Even if standard solution methods (such as the 
Newmann series) fail to converge, max-ent may provide a 
sufficiently accurate approximation (indeed in some cases, 
very accurate). 

(4) The approximate max-ent function P N (x), for giv­
en moderate value of N, may be thought of as a variational 
starting point for an iterative scheme similar to the New-

2907 J. Math. Phys .• Vol. 27. No. 12. December 1986 

mann series itself. Indeed the function p';JAX(X) is nothing 
more than the first iterate of such a scheme. This may pro­
vide the required high accuracy solution. 
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Group theoretic methods are used to systematically classify all possible internal structures for 
:m ele~entary classical relativistic p~cle in terms of coset spaces ofSL(2,C) with respect to 
Its contlDuous subgroups. The allowed lDternal spaces Q are separated into first- and second­
order ones, depending on whether a canonical description can be given using Q itself or if it 
needs t~e cotang~nt bundle !,*Q. Three. of the former are found, one corresponding to the use 
of a MaJorana splDor as !h~ lDte~al vanable, the other two related to orbits in the Lie algebra 
of SO (3,1) under the adJolDt action. For the latter two, a Lagrangian description of an 
elementary object with the corresponding internal space is set up, and the dynamics studied. 

I. INTRODUCTION 

Classical relativistic particles with internal structure, 
sometimes called relativistic rotators, have been the subject 
of a considerable amount of study recently. In addition to 
space-time position variables:xl', such particles possess a set 
of internal variables q', which describe an internal space Q 
and are invariant under space-time translations. The Poin­
care group f!jJ is the underlying symmetry and, for elemen­
tary systems, acts transitively on the total configuration 
space of variables (:xl', q'). The internal space Q admits a 
transitive action of the homogeneous Lorentz group 
SO(3,1). Such classical indecomposable objects are useful 
starting points for the description of, and approximation to, 
the concept of Regge trajectories. The action of SO (3,1) on 
Q gives rise to spin. 

Several approaches are available and have been used to . 
study the dynamics of such classical systems. One is to work 
within the Lagrangian! or the Hamiltonian2 formalism' an­
other is to directly write down manifestly covariant e~ua­
tions of motion after specifying a complete set of variables3

; 

or finally, one may derive the equations of motion guided by 
the ten conservation laws and physically reasonable kinema­
tical constraints.4 Of these, the use of the Lagrangian formal­
ism seems in many ways to be the most convenient. Both 
manifest covariance and the conservation laws are easily en­
sured, and possible couplings to external fields can be sys­
tematically analyzed. In addition, Dirac's theory of con­
strained dynamical systems provides a systematic procedure 
for handling all possible Lagrangians and preparing the 
ground for quantization.5 

The Lagrangian approach was pioneered by Frenkel in 
his study of relativistic charged spinning particles in external 
electromagnetic fields.6 Frenkel described spin by a second­
rank antisymmetric tensor. Subsequently much important 
work was done by several authors, of whom we may mention 
Mathisson/ Lubanski,8 Honl and Papapetrou,9 and Bhabha 
and Corben. 10 These developments are summarized in Cor-

0) Present address: Theoretical Physics Group, Tata Institute of Fundamen­
tal Research, Bombay 400005, India. 

ben's book. I I As representatives of more recent work in 
which the choice of an internal space plays a more important 
role, we may first mention Halbwach's use of a tetrad (vier­
bein) as the internal variable and as the source of spin. 12 In 
the work ofltzykson and Voros, 13 the internal variable was a 
four-vector attached to the space-time position, and the La­
grangian formalism was used. The work of Hanson and 
Regge, I which has justly attained the status of a classic in the 
field, again used a vierbein, equivalently the homogeneous 
Lorentz group itself, as the internal space. They made imagi­
native use of Dirac's methods for singular Lagrangian sys­
tems, and demonstrated that reparametrization invariance 
leads to a mass-spin Regge trajectory relationship. This shift 
of emphasis from describing a point particle with fixed mass 
and magnitude of spin to describing a family of particles for 
which, say, mass appears as a function of spin, occurs also in 
the work of Rafanelli. 14 Mukunda et al. 15 constructed two 
models within the Lagrangian formalism, in which the inter­
nal variable was, respectively, a unit spacelike vector and a 
Majorana spinor. In both cases a Regge relationship 
emerged, but the algebraic structure of the constraints was 
very different in the two cases. 

On surveying the work in this field (in more detail than 
is possible here), it appears that there has so far been no 
systematic analysis of the probkm in which all possible 
choices of internal space Q are exhaustively classified and 
examined on the basis of reasonable and uniformly valid 
physical requirements. It is the purpose of this paper, and 
following ones in this series, to provide such a treatment. We 
shall show that it is possible to develop a systematic classifi­
cation procedure and analyze all possible internal structures 
for classical relativistic point particles by using group theor­
etic and differential geometric methods. In each case the 
Lagrangian will be taken as the starting point to analyze the 
possible dynamics and Regge relationships between mass 
and spin. 

The material of this paper is organized as follows. In 
Sec. II the three basic physical requirements that will guide 
our analysis are explained, and some of their immediate con­
sequences are described. These requirements are indecom-
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posability of the classical particle with internal structure, 
reparametrization invariance of the action, and symmetry of 
the theory under the Poincare group. In particular, the first 
of these requirements shows that each possible internal 
space Q is the coset space G /H of the group G = SL(2,C) 
with respect to some subgroup H; and if one restrictsH to be 
a continuous Lie subgroup of G, all possible Q 's can be sys­
tematically classified. In Sec. III, the set of all possible Q 's is 
divided into two types, which we call first-order spaces 
(FOS's) and second-order spaces (SOS's). The difference 
between the two is that in the former case the phase space 
analysis can be carried out at the level of Q itself, while with 
an SOS the use of T*Q is unavoidable. From this point on­
ward, this paper is devoted to FOS's, the SOS's being taken 
up for study in later papers of this series. The search for 
FOS's is aided by the Kostant-Kirillov-Souriau (KKS) 
theorem, which relates them to orbits in the Lie algebra G of 
G under the adjoint action by G. The orbits are classified and 
each one exhibited as a coset space G / H for a suitable H. It 
turns out that only two such coset spaces arise, correspond­
ing to two possible H's, each of dimension 2. All nontrivial 
orbits, except for one very special orbit, correspond to one 
particular H, which is therefore the generic case; the special 
orbit corresponds to a different choice of H, and is called the 
exceptional orbit. The topological structures of the generic 
and the exceptional orbits, which are quite diJferent, are 
studied via the Iwasawa decomposition theorem for G. It is 
finally seeil that there are three possible FOS's, two realized 
as a generic and the exceptional orbit in G, respectively, and 
the third being a twofold covering of the exceptional orbit. 
This last FOS turns out to be the same internal space as used 
in the spinor model, which has been studied elsewhere. IS The 
symplectic structures on the generic and the exceptional G­
orbits are studied in Sec. IV. In both cases the symplectic 
two-form is shown to be exact, a necessary condition for 
being able to set up a global Lagrangian. The Lorentz trans­
formation properties of the associated one-forms are also 
examined. Section V takes up the question of constructing 
the most general Lagrangian obeying the requirements of 
Sec. II, when the internal space is one of the two FOS's, 
either a generic or the exceptional orbit in G. In both cases 
the internal variable is an element of G, i.e., an antisymme­
tric real second-rank tensor SI'''' with the invariants cOn­
structed from it being assigned definite values. These values 
differ for the generic and the exceptional case. It is shown 
that while in the generic case the simplest available Lorentz 
covariant object that can be constructed on the internal 
space, capable of being coupled to the space-time coordi­
nates, is a symmetric second-rank tensor tl'''' in the excep­
tional case a more elementary object, namely a four-vector 
VI" can be constructed. Therefore, the model based on a 
generic orbit as the internal space is referred to as the sym­
metric tensor model (STM). The behavior of nonspinorial 
quantities, such as the space-time trajectory, in the spinor 
model of Ref. 15, is identical with corresponding quantities 
in the model based on the exceptional orbit as internal space. 
Consequently, this latter model is not studied further here. 
On the other hand, for the STM, both the constraint struc­
ture and the dynamical equations are worked out in some 
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detail. The paper concludes with some remarks in Sec. VI. 
A brief resume of these ideas may be found in Ref. 16. 

II. PHYSICAL REQUIREMENTS AND GUIDELINES 

For a structureless relativistic point particle, the config­
uration space coincides with Minkowski space-time....ll with 
coordinates:xl'. (The metric is + + + - ). The Poincare 
group &1 acts transitively on....ll. The canonical formalism 
based on T·....II uses the conjugate momentum PI' and the 
orbital angular momentum LI''' = xl'p" - x"pl' as genera­
tors for &1. Absence of internal structure is reflected in a 
vanishing Pauli-Lubanski vector: 

WI' =! EI'vp<7 p" LPU = O. (2.1) 

To accommodate internal structure it is necessary to 
enlarge the configuration space to the product ....II X Q, 
where Q is the space of internal variables with (possibly lo­
cal) coordinates if . By definition Q is invariant under space­
time translations, and is only affected by homogeneous Lor­
entz transformations. In order to allow for spinorial internal 
variables as well as with a view towards eventual quantiza­
tion, we shall use G = SL(2,C), the universal covering 
group ofSO(3,l), in place ofSO(3,l). Therefore G acts on 
Q via point transformations. 

Let us now list the three basic physical requirements 
that will underlie our analysis, and then comment upon 
them. We require that (a) the action of G on Q should be 
transitive; (b) in each given case, the Lagrangian .!f must 
depend on the velocities i, q (the dot representing the deriv­
ative with respect to an evolution parameter s) in such a way 
that the action is reparametrization invariant; and (c) the 
Lagrangian must be manifestly invariant or quasi-invariant 
under the action by &1 , i.e., .!f could change by a total deriv­
ative with respect to s as a result of action by an infinitesimal 
element of &1. 

Requirement (a) is a minimality condition expressing 
the idea that the particle is irreducible or indecomposable, 
ensuring that any two points of Q can be connected by some 
element of G. The transitivity of the G action on Q means 
that Q can be identified with the coset space G / H for some 
subgroup H in G. We shall take G / H to be the left coset 
spaces, so an element of G / H is written as gH for some geG. 
Since G is connected (and in fact simply connected), it fol­
lows that every coset space G / H is certainly connected, 
whether or not the subgroup H is connected. We shall, how­
ever, restrict H to be a closed, connected, continuous Lie 
subgroup of G, so that individual cosets gH will also be con­
nected. All such nontrivial subgroups are known up to con­
jugation, 17 and are listed in the Appendix. The dimension of 
a possible internal space Q is related to that of H by 
dim Q = 6-dim H. Starting from the largest possible H, 
namely H = G itself, and going down to the smallest, when 
H consists of just the identity element, and including both 
these possibilities, it turns out that there are 13 possible dis­
tinct choices for H, and in addition, there are two one-pa­
rameter families of subgroups. In the notation of Patera et 
al., we write FI = G, F2, ... , F4, Ff, F6, ... ,Flo, Ffto F I2, .. ·, F 14, 

Fls = {e} for the possible continuous subgroups of G up to 
conjugation. The one-parameter families are Ff and Ffl , 
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with the range of the parameter tp in both cases specified in 
the Appendix. Thus we find that requirement (a) has led to 
the result that every conceivable internal space Q has to be 
the coset space G /H with H equal to one of the F's listed 
above. The choice H = FI = G leads to a trivial internal 
space, since then Q = G / H consists of just a single point; it 
may be taken to correspond to the structureless mass point 
mentioned at the start of this section, and will hereafter be 
disregarded. The choice H = F I5 = {e} corresponds to Q 
being G itself, leading essentially to the Hanson-Regge mod­
el. 1 All other classical models for indecomposable objects 
with internal structure necessarily correspond to some inter­
mediate choice of H. In the context of linear relativistic 
quantum mechanical wave equations, Finkelstein 14 made a 
similar classification of possible internal structures. It ap­
pears, however, that his enumeration was incomplete since 
some of the subgroups F listed above were missing in his 
work, and only 11 possibilities were listed. 

Requirement (b) implies that the Lagrangian is homo­
geneous of degree one in the velocities x and q. As a result, we 
have full freedom in the choice of the evolution parameter s, 
such as proper time, physical time, etc. Reparametrization 
invariance of the action is a kind of gauge degree of freedom, 
causing the Lagrangian to be singular and leading to a pri­
mary constraint in the Hamiltonian formulation. 

Requirement (c) in any theory ensures the validity of 
the ten conservation laws and also ensures that in a singular 
theory the collection of all constraints on the phase space 
forms a Poincare covariant set. From the previous para­
graph we know that there will be at least one constraint due 
to the reparametrization invariance. In case there are no oth­
er constraints, this one is necessarily an explicitly Poincare 
invariant constraint among all available and independent 
Poincare scalars on phase space. For simple enough situa­
tions, these scalars are the two Casimir invariants of the 
Poincare group formed out of its generators, namely 
p 2= _ M2 = PPPI' and W 2 = J¥I"' WI' (seeRef.19). We thus 
see how under suitable conditions requirements (b) and (c) 
can together lead to a constraint expressible in the form 
p2 = a( W 2

), which is essentially a mass-spin Regge rela­
tionship. 

An interesting physical criterion worth keeping in 
mind, and which serves to distinguish some choices of Q 
from others, is whether, at the end of the constraint analysis, 
the Dirac brackets5 of;xl' among themselves vanish or not. 
This would have implications for the possibility of introduc­
ing configuration space wave functions in a quantum theory. 
Of course, well before taking up this question, we must deter­
mine for each possible Q whether Lagrangians can be con­
structed in which there is a nontrivial coupling between the 
space-time variables x, x and the internal ones q, q. 

We now proceed to a systematic analysis keeping these 
physical guidelines in mind. 

III. FIRST- AND SECOND-ORDER SPACES-STUDY OF 
FOS'S 

Even with the imposition of requirement (a) of Sec. II, 
the number of possible distinct internal spaces Q is quite 
large, and one needs some physically well motivated point of 
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view, which helps to separate all possible Q's into different 
types and makes the detailed analysis more manageable. We 
now develop such a point of view . With respect to the setting 
up of a canonical formalism starting from some Lagrangian, 
two different possibilities arise depending on the nature of Q. 
It may be that we are able to set up a Poisson bracket (PB) 
structure on Q, which is invariant under G, i.e., the point 
transformations realizing the action of G on Q are canonical 
transformations as defined by this PB. Then Q is of even 
dimension and provided the Lagrangian has a suitable form 
(described later), in the Hamiltonian treatment we need not 
use T * Q at all. The physical idea is that in such a case there is 
no need to introduce new variables canonically conjugate to 
the internal variables qr, but that G-invariant PB's can be 
defined among the q's themselves. A compact way of ex­
pressing all this is to say that Q is a homogeneous symplectic 
G-space: homogeneous since G acts transitively on Q; sym­
plectic since there is a closed nondegenerate two-form w on 
Q leading to the PB; and symplectic G-space since w is invar­
iant under G. 

Internal spaces Q having the above properties will be 
called first-order spaces (FOS's). All other Q 's will be called 
second-order spaces (SOS's). In the case of an FOS, the Lie 
algebra of G is realized by functions and PB's on Q. Provided 
the Lagrangian is suitably chosen (see later), for an FOS the 
canonical formulation for the entire problem uses T * vii X Q, 
and not T* (vii X Q) = T * vii X T *Q, as the full phase space. 
For an SOS, on the other hand, use of T*vIIX T*Q is un­
avoidable. In either case, the generators of the physical ho­
mogeneous Lorentz group SO (3,1) have the form 

JI'V = Ll'v + SI'V , (3.1) 

withSl'v related to the action ofGon Q. TheSl'v arerea1ized 
as functions on Q or on T *Q depending on whether Q is an 
FOS or an SOS. Existence of the corresponding first- or sec­
ond-order internal structure is confirmed by a nonvanishing 
Pauli-Lubanski vector: 

WI' = ~ El'vpu pVSPu . (3.2) 

The condition on a FOS Q enabling us to define a suit­
able Lagrangian taking advantage of the nature of Q is that 
the two-form w must be exact: w = de, e a one-form on Q. 
The G invariance of w means that e is either also G invariant 
or else changes by a closed piece under action by an (infinite­
simal) element of G. (Even if the symplectic form is not 
exact, a Lagrangian may be defined by working on a princi­
pal bundle on Q,20 but such cases will not arise in the present 
problem.) Given the existence of the one-form e, the La­
grangian has a leading term e / dt linear in the internal veloc­
ities q, and in the rest of the Lagrangian there must be no 
dependence on q at all. (Of course the question of nontrivial 
coupling between the space-time variables x, x and the q in 
the rest of the Lagrangian muSt be examined.) This kind of q 
dependence in .Y guarantees that the application of the ca­
nonical formalism to .Y leads to just the PB's on Q that are 
determined by w in the first place. If Q is an SOS, there is no 
such natural breakup of a possible Lagrangian into a part 
linear in q and a part independent of q. Of course, even in the 
case of an POS one might decide to treat the problem as 
though it were an SOS, by constructing a Lagrangian with a 
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nonlinear dependence on q and later on passing to 
T * (oL X Q). However, in our work we shall treat every FOS 
in the manner detailed above, so that the final physical phase 
space is just T * oL X Q. 

The dimension of an FOS is, as mentioned earlier, neces­
sarilyeven and so must be 6, 4, or 2. To discover the FOS's, 
we make use of the Kostant-Kirillov-Souriau (KKS) 
theorem21 which in the case of the group G, since it is semi­
simple, states the following: the only coset spaces G /H ad­
mitting a G-invariant symplectic structure are orbits in the 
dual G* to the Lie algebra G of G under the coadjoint action, 
or covering spaces of such orbits. However, again since G is 
semisimple, there is no essential distinction between the 
coadjoint representation of G acting on G* and the adjoint 
representation acting on G, so we may equally well work 
with the orbits in G in searching for possible FOS's. Then if 
we denote by ~j (g) the adjoint transformation represent­
inggeG and acting on G, and if ~ is any orbit in G, we have 
~j (g) ~ = ~ for every geG, and moreover ~ admits a 
unique (up to a constant factor), closed, nondegenerate two­
form, the Kirillov form, which makes ~ a symplectic mani­
fold. We conclude that the possible FOS's are orbits (or their 
coverings) in G under ~j (g), so all orbits must be classi­
fied and each one exhibited as a coset space G 1 H. This we 
proceed to do. We shall find that though there are several 
families of orbits ~ in G, only two distinct coset spaces arise. 

It is convenient to deal with the Lie algebra G via some 
faithful irreducible matrix representation of it. If the genera­
tors of such a representation are written as l:I'1" they obey 
the commutation relations 

[l:I'V,l:po-] = glAP l:_ - gYp l:l'tT + gl'lTl:pv - gvul:"", • 

(3.3) 

In this representation, a general element of G is represented 
by 

(3.4) 

where the real antisymmetric set S 1'1' = - S VI' with six inde­
pendent components denotes an element ofG in the abstract. 
Let the above representation of G lead on exponentiation to 
the representation D(g) of G. Then the adjoint action of geG 
on seG is determined as follows: 

S' = Dadj(g)s , 

J(s') =D(g)J(s)D(g)-l, (3.5) 

s~1' = A(g)I'PA(g)1'O'spo-, 

TABLE I. Classification of orbits in G. 

Ranges 
Orbit of parameters 'if. 

& .,1> a,b>O rr-b 2 

& •. b a>O,b<O rr_b 2 

&",0=&': a>O,b=O a2 

&0.0 =&" a=b=O 0 

& O.b = &',: a=O,b>O _b 2 
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Here A (g) belongs to the defining four-dimensional "vec­
tor" representation of SO(3,l). It follows that under the 
change S .... s', there are two independent invariants that can 
be expressed in terms of the three-dimensional quantities 
Sj =! E'jkJSkJ' 1/j = SOj and can be conveniently parame­
trized as follows: 

1: 1 =! S"'1'SI'1' = 1~12 - 11112 = 0 2 
- b 2, 

1: 2 = -I E'l'vptT sl'1'sPO- = ~""I = ob . 
(3.6) 

The single point SI'1' = 0 forms an orbit all by itself and is 
omitted from discussion. For specified values of the param­
eters 0 and b, the set of all SI'1' constitutes an orbit, which 
may be denoted ~ a.b and over which 1: 1 and 1: 2 have the 
above constant values. 

In Table I, the orbits are grouped into suitable families, 
with definite ranges for 0 and b in each family. For each 
individual orbit, the following additional information is giv­
en in Table I: (i) a conveniently chosen representative ele­
ment on the orbit; (li) as an aid to geometrical visualization 
of the nature of this representative element, an independent 
set of space-time vectors which are invariant under the one­
parameter group of Lorentz transformations generated by 
this representa~ive element; and (iii) the generators of the 
stability group of the representative element. The following 
notation has been used in making the entries in Table I: J and 
K are the generators of spatial rotations and pure Lorentz 
transformations, respectively, so that 

J(S) = soJ -11oK . (3.7) 

The four unit vectors eo, e1, e2' and e3 are mutually orthogo­
nal, eo is timelike, and the others spacelike. 

As an example, ~ a,O for 0> 0 is the orbit containing the 
element oJ3 of G and all its transforms under D(adj) (g). The 
unit timelike and unit spacelike vectors eo and e3' respective­
ly, are each invariant under the spatial rotations generated 
byoJ3• For this reason, ~ a.O is also specially denoted as ~:. 
Similarly, ~ 0,0 is denoted as ~I. and ~ O,b for b > 0 as ~::. 

To study these orbits in more detail and for practical 
calculations such as the determination of the stability group 
of the representative element, etc., it is convenient to use the 
defining (! ,0) representation of G which in terms of the 
Pauli matrices a is 

l:jk = - (i/2) (TI' Ukl) cyclic, 

l:oj = -! (Tj • 

Representative Invariant 
element vectors 

aJ3- bK3 None 

aJ3 -bK3 None 

aJ3 eO,e3 

J2 +K. eo + e3, e2 

bK3 e., e2 

Generators 
of stability 

group 

J3,K3 

J3,K3 

J3,K3 

J.-K2, 

J2 +K. 

J3,K3 
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(These differ from the conventional definitions by a factor of find that such an n must be of one of the two forms 
i.) The general Lie algebra element J(S') of Eqs. (3.4) and 
(3.7) becomes the two-dimensional matrix (1 P) (- 1 P) (3 13) o l' 0 -1 ' . 

(3.9) 

With this easy-to-handle representation, the results of Table 
I and the identification of each orbit as a coset space G I Hare 
readily obtained. We describe the families of orbits briefly. 

tJ a.b for C(f 2¥0: These are two disjoint, simply connect­
ed, two-parameter families of orbits corresponding, respec­
tively, to C(f 2> 0 (a> 0, b> 0) and Crf 2 < 0 (a> 0, b < 0). On 
any such tJ a,b' a convenient representative element is 
aJ3 - bK3, which in the (~ ,0) representation is the diagonal 
matrix! (b - fa) (73' The stability group S of this element 
consists of all matrices in G commuting with (73' that is, of all 
diagonal unimodular complex matrices: 

S= {(r~1I (1/r~e-ill} r>O, 0<l:k21T}. (3.10) 

Thus S is independent of (a,b). The elements of S are prod­
ucts of unitary unimodular and real unimodular diagonal 
matrices of the forms 

( e
ill 0) (r 0) 
o e- ill ' 0 1/r . 

(3.11 ) 

These constitute, respectively, the subgroup U( 1) generated 
by J3 and the subgroup B (3) of pure Lorentz transforma­
tions (boosts) generated by K 3• The stability group S is 
therefore F9 in the list of subgroups of G given in the Appen­
dix: S=F9=U(1)xB(3). In the two-to-one homomor­
phism G-+SO(3,1), F9 goes into the subgroup 
SO(2) xSO(l,I) CSO(3,1). Every one of the orbits tJa,b 

with Crf 2 =1= 0 is seen to be essentially the same coset space G I 
F9, which is thus a possible FOS. 

tJ a.b for Crf2 = 0: Here one has the possibilities Crf I > 0 
(a>O, b = 0), C(f I <0 (a = 0, b>O) and C(f 1= 0 
(a = b = 0). In the first two cases, one has simply connected 
one-parameter families of orbits, with representative ele­
ments aJ3 on tJ a,O and bK3 on tJ O,b' But in both cases, the 
stability group of the representative element is the same S of 
( 3.10) as in the discussion of tJ a,b for C(f 2 =1= 0, so these orbits 
are topologically the same coset space G I F9 as before. Thus 
consideration of these types of orbits does not lead to any 
new candidates for an FOS. 

The singular case C(f I = 0 with a = b = 0 is, unlike the 
other cases, not a family of orbits but a single orbit all by 
itself, leading to a new possible FOS. For this reason we call 
it an exceptional orbit. As representative element on this 
orbit we can take the combination J2 + K I , which in the 
<! ,0) representation is the nilpotent matrix 

-1) o . (3.12) 

The one-parameter subgroup generated by J2 + K I leaves 
invariant a lightlike vector and a spacelike vector, which 
explains the notation tJ 0,0 = tJIs. The stability group of 
J2 + KI has a more intricate structure than was the case for 
representative elements on other orbits. Writing No for this 
subgroup of G, it consists of all elements nEG that commute 
with the nilpotent matrix appearing in Eq. (3.12). We easily 
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wherep is any complex number. Hence the subgroup No C G 
has two disjoint components, each of which is simply con­
nected. We indicate this structure of No by writing it as the 
union of the component N containing the identity and the 
component N' whose elements are the negatives of those of 
N: 

No = NUN', N= {(~ 'J}' 
N' = {( - ~ _ 'J}. 

(3.14) 

HereNisgenerated by the combinationsJ2 + KI,JI - K 2; it 
is a two-parameter Abelian group and is in fact the subgroup 
FlO C G. In the two-to-one homomorphism from G to 
SO (3,1), the elements nEN and - nEN' share the same im­
age, which is contained in the image of FlO in SO(3,1). We 
may call the latter image FlO again (see also later), since the 
homomorphism respects distinctions among elements of FlO 
in G. We thus see that the exceptional orbit tJIs can be writ­
ten as a coset space either of G or of SO (3,1) as follows: 

(3.15 ) 

We shall deal with tJls in this form as a possible internal 
space Q even though there is here a departure from the state­
ment made in Sec. II that attention would be restricted to 
coset spaces G I H for H a connected Lie subgroup of G. In 
the present case, H = No = NUN' is not connected. How­
ever, one should also bear in mind that in dealing with orbits 
in G one is really tackling a problem at the level of SO (3,1 ) 
rather than truly at the level of G. We may at this point 
summarize the results of this section thus far: a detailed anal­
ysis of the structure of orbits in G and the use of the KKS 
theorem, shows that. the only possible FOS's are the two 
coset spaces, G IF9and G INo"",SO(3,1)IFIO, or other coset 
spaces G I H, which may be covering spaces of one of the first 
two. Any orbit tJ a,b with Crf 2 =1= 0, tJ a,O with a> 0, or tJ O,b 
with b > 0 can serve as a model for the coset space G I F9; 

while the exceptional orbit tJ 0,0 is a model for the coset 
space GINo. 

The topological structures of these two coset spaces are 
disclosed by use of the Iwasawa or KAN decomposition 
theorem, which states that any element g of a semisimple 
noncompact Lie group G can be uniquely expressed as a 
product of three elements: g = kan, where k belongs to a 
maximal compact subgroup K, a to an Abelian subgroup A, 
and n to a nilpotent subgroup N of the full group. For 
G = SL(2,C): K = SU(2) generated by J;A = B(3) gener­
ated by K 3; and N = FlO generated by J2 + K I, J I - K 2• To­
pologically, SU (2) has the structure of the sphere S 3, A has 
the structure of the real line R, and N has that of the plane 
R 2. Thus as is well known SL(2,C) has the topology of 
S 3 X R 3. Now the first coset space found above in the search 
for FOS's is G IF9 = SL(2,C)IU( 1) XB(3). Since SU(2)1 
U ( 1) has the structure of the two-sphere S 2, we see that the 
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coset space G I F9 has a structure indicated by 

G IF9=SU(2) XB(3) XN!U( 1) XB(3) 

=(SU(2)!U(1»)XN=S2 XR 2. (3.16) 

Each of the nonexceptional orbits has exactly this topologi­
cal structure. 

To deal with the exceptional orbit &0,0 = &IS, which 
was shown to be the coset space G INo=SO(3,1)IFIO, we 
make a few preliminary remarks regarding the Iwasawa de­
composition for SO(3,1). Here the maximal compact sub­
group K is SO( 3 ), the image ofSU (2) in G under the two-to­
one homomorphism G-SO(3,I). However, under this 
same homomorphism, the subgroups A = B( 3) and N = FlO 
in G have images in SO(3,1) which are "as large as" the 
originals. The homomorphism maps distinct elements in A 
(resp. N) into distinct elements ofSO(3,1). For this reason 
we may without fear of confusion refer to the homomorphic 
images of A,Ne G by the same symbols A,N but now under­
stood as subgroups in SO (3,1). With this understanding, we 
have SO(3,1) = SO(3) XA XN. It now follows from Eq. 
( 3.15) that the topological structure of the exceptional orbit 
&Is is given thus: 

&Is =SO(3,1)IN=SO(3)XA XN IN=SO(3)XR. 
( 3.17) 

This is distinct from the structure of any nonexceptional or­
bit. 

Now the KKS theorem allows a coset space G IH, which 
is an FOS to be either an orbit or a covering space of an orbit 
in G. One can convince oneself by simple arguments (here 
omitted) that in the case of any nonexceptional orbit viewed 
as G I F9 , there are no other coset spaces G I H that are cover­
ing spaces of G I F9• However, the situation is different in the 
case of the exceptional orbit &0,0 = tl ls

, which, viewed as a 
coset space of G, has the structure G I(NUN'). Since the 
subgroup involved here is made up of two disjoint compo­
nents, we can see that there is another coset space GIN, using 
the connected subgroup N, which is "twice as big as" tl 0,0 

and covers the latter twice, sinceNis "half or' NUN'. Thus 
we have a third candidate for an FOS, namely Q = GIN with 
the topological structure SU(2) XA =S3 X R. We repeat 
that this is not an orbit in G but a twofold covering of the 
exceptional orbit tl 0,0' (One can convince oneself that no 
further coverings are possible.) This coset space GIN is pre­
cisely the internal space corresponding to the use of a Major­
ana spinor as an internal variable, which appears in the work 
of Ref. 15. This fact is easily established. From the Iwasawa 
decomposition for G, it is clear that each coset in G with 
respect to N has a unique representative element of the form 
ka where kESU(2) and aEA. As a matrix, this coset repre­
sentative, or "coordinate" for GIN, is 

ka = ( A. J.t) (r 0 ) = ( A.r PJr) 
-J.t* ..1* 0 lIr -J.t*r A.*lr' 

1..112+ 1J.t1 2= 1, r>O. (3.18) 

Evidently this matrix is completely determined by its first 
column ( _ ;~, ), which is not identically vanishing. Now the 
action of an elementgEG on GIN causes a change in the coset 
representative, which amounts to this column vector trans-
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forming as an undotted spinor. This is because removal of a 
factor belonging to N on the right-hand side of an element of 
G does not alter the first column of the corresponding two­
dimensional matrix, since elements of N are upper triangular 
matrices as shown in Eq. (3.14). To make contact with the 
variables of the spinor model, we write ( _ ~~,) in the form 
(q, + iq, ) by identifying 
PI-IP2 

ql + iq2 = 2V//2A., PI - iP2 = - 2V~/2J.t* , 

Vo = r I 4 = 1 (qi + q~ + pi + p~) . 
(3.19) 

To say that ( _;',) transforms as a two-component spinor 
with respect to G is then to say that 

(3.20) 

is a real four-component Majorana spinor. Hence the space 
of Majorana spinors with Vo > 0 is diffeomorphic to the 
space of nonidentically vanishing (! ,0) spinors and this is 
the same as the coset space GIN. A global coordinate system 
on GIN is given by t/J, and as shown in Ref. 15 the fundamen­
tal canonical PB's 

{qa,Pb} = {jab' {qa' qb} = {Pa,Pb} = 0, a,b = 1,2 
(3.21) 

are G invariant. 
To summarize the results of this section, all possible 

internal spaces Q = G I H were divided into two types name­
ly FOS's and SOS's. With the help of the KKS theorem and a 
detailed study of the adjoint orbits in G, three possible FOS's 
have been found, namely the coset spaces G I F9, GINo, and 
GIN = G IFIO• The last of these has been recognized as the 
internal space of the spinor model, which was earlier devel­
oped as a result of a study of the new Dirac equation. 22 In the 
rest of this paper we study the first two FOS's corresponding 
to any nonexceptional and the exceptional orbit in G, respec­
tively, as possible internal space for a classical particle. 

IV. SYMPLECTIC STRUCTURES ON THE FOS's 

On each of the two coset spaces G I F9 and GINo we wish 
to define a G-invariant symplectic form whose existence is 
guaranteed by the KKS theorem. If ill is this form, by suit­
ably inverting it one obtains G-invariant PB's among func­
tions on the concerned internal space. If furthermore ill is 
exact, i.e., ill = dO, where the one-form 0 appears in (local) 
coordinates qr for Q as 

0= /, (q)dq' , (4.1 ) 

then the total Lagrangian for a particle with internal space Q 
has a leading term 

(4.2) 

linear in q, and in the rest of the Lagrangian there is no q 
dependence. A reparametrization invariant contribution to 
the action is given by .Yo, by itself. 

In our problem it is physically more transparent and 
convenient to begin by defining manifestly G-invariant PB's, 
then by a process of matrix inversion arrive at ill, and then 
demonstrate that ill is exact. Once a suitable 0 has been 
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found, its G transformation property can be directly exam­
ined. We carry out these steps in this section, first for Q = G I 
No and next for Q = G I F9• 

A. The case Q=GINo 

The six components of s/-w can be used as an overcom­
plete system of coordinates for the exceptional orbit 
tJ 0.0 = tJls. Among them we postulate the fundamental 
PB's 

{S/lV'Spu} = g!lPSvu - gvpS/lU + g/lUspv - gvuSP/l ' 

(4.3) 

patterned after the structure of the Lie algebra G itself. 19 The 
Jacobi identities are automatically satisfied. If we specify 
that the SI'V themselves act as the generators of the canonical 
transformations realizing G on tJ 0.0' we see that these PB's 
are explicitly G-invariant, and also that this is in agreement 
with the transformation law (3.5) for sunder G. The con­
stancy of the two invariants c,: 1 and ~ 2 is consistent with 
this PB structure: ~ 1 and ~ 2 are nontrivial neutral elements 
in this classical canonical realization of G, so the above PB 
(which is in fact a generalized PB) is singular. 19 The PB 
between any two functions! and g on tJ 0.0 can be computed 
from the basic ones (4.3) by using the derivation property. 

For practical calculations it is convenient to deal with 
the three-dimensional components S and 11 of S/lv' The orbit 
tJ 0,0 is then defined as 

tJo,o = {(s,1)llsl = 1111>0, S"1J=O}, (4.4) 

and the PB's (4.3) read 

{Si,Sk} = - {lIJ,1/k} = Ejk/S/, {SJ,lIk} = Ejk/lI/ . 
(4.5) 

If some local choice of independent variables among S, 1) is 
represented by qr, r = 1, ... ,4, then the PB of any two func­
tions tJ 0.0 is, again locally, expressible in the form 

(4.6) 

The inverse (airs (q») of the matrix (airs (q») gives the local 
components of the symplectic two-form aI. The KKS 
theorem assures us of the existence of aI,.. (q) and also that it 
can locally be written as 

aO.(q) aOr(q) 
aI,..(q) =---aq;--~' (4.7) 

The question is whether Or (q)dqr is globally defined. 
As a first step towards the choice of q's, we switch over 

to a new but still overcomplete system of variables S and 
", = 1)/1111. The PB's among these have the somewhat 
simpler form of the E ( 3) algebra as compared to (4.5) 23: 

{Si,Sk} = Ejk/S/, {Sj''''k} = Ejk/",/, {"'j,"'k} = O. 

(4.8) 

Choosing the qr on a suitable portion of tJ 0,0 as 

q1 = SI' q2 = 52' q3 = "'1' q4 ="'2' (4.9) 

with 53 and"'3 determined by 

"'3 = (1 - ",i -",i) 1/2, 53 = - (51"'1 + S2"'2)/"'3 , 
(4.10) 
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the matrix (aI'" (q» is 

1,,'lq» ~ ( - f S3 0 

~) 0 - "'3 

"'3 0 o . (4.11 ) 

-113 0 0 0 
The local components of the symplectic two-form are ob­
tained by inverting this matrix: 

I". (q» ~ ( ~ 
0 0 

-1~~') 0 1/"'3 

-1/"'3 0 s~",~ . 

1/"'3 ° -s~",~ 0 

(4.12) 

Taking 01 = O2 = 0 as a trial in Eq. (4.7) we find we can get 
a solution 

03 = S2/ "'3' 04 = - sl/"'3 . (4.13 ) 

Hence the local one-form 0 can be taken to be 

0= Or (q)dqr = (52 d"'l - SI d"'2)/"'3 . (4.14) 

The local representability of aI as dO is of course guaranteed 
by the closure of aI and Poincare's lemma. But now switch­
ing back to the variables S, 11 we see that 0 can be simplified 
to 

(4.15 ) 

which is globally defined on tJ 0,0 since 111 I > O. Thus we es­
tablish that the two-form aI on tJ 0,0 is indeed exact. 

Fortunately the G-invariance of aI passes over into the 
G-invariance of 0 as well. 0 is manifestly SO(3) invariant. 
Under an infinitesimal pure Lorentz transformation with 
velocity v, Ivl;( 1, the changes in S and 11 are 

c5s = v 1\ 1), 1511 = - v 1\ S. (4.16) 

The change 150 in 0 can now be easily calculated and shown 
to vanish since both ~ 1 and ~ 2 vanish. Thus we verify that 
in the case of the coset space Q = G / No, aI is exact, and 0 is 
globally defined and G-invariant. 

B. The case Q=GIF. 

Any nonexceptional orbit in G can be used as a model 
for this Q. It will soon become evident that the choice 
tJ O,b == tJ'b for any b > 0 is particularly convenient, so we 
make this choice. In place of Eq. (4.4) we now have 

tJO,b = {(s,1)I 11112= IsI2+b 2, s·1)=O}. (4.17) 

Thus 11 is nowhere vanishing over tJ O.b' while S may vanish. 
Apart from this difference in the allowed pairs (S,lI) in tJ o,b 

as compared to tJ 0,0' all of the previous equations (4.3), 
(4.5)-(4.15)] remain valid, and in fact the expression 
( 4.15) for 0 is globally well-defined over tJ O,b since the de­
nominator never vanishes. Thus the exactness of aI in the 
present case is again established. When we examine the be­
havior of 0 under G, however, we do find a difference. While 
o is again manifestly SO (3) invariant, under a pure Lorentz 
transformation it changes by an exact piece: 

c50=d( -2b2v"1J/11I12). (4.18) 

This is consistent with the G-invariance of aI. 
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In both cases of FOS's examined in this section, there­
fore, the same formal expression for the one-form (J in terms 
of S and ,. is valid, and can be used in the construction of the 
corresponding Lagrangians. The essential topological differ­
ences between GINo and G I Fg reside in the ranges of S and ,. 
in the allowed pairs (s,,.). 

V. LAGRANGIANS AND DYNAMICS FOR PARTICLES 
WITHFOS 

We consider now the problem of constructing the most 
general Lagrangian for a classical indecomposable object 
whose internal space Q is one of the two FOS's GINo or 
G I Fg, consistent with the conditions spelled out in Sec. II. In 
either case, the internal variable is an antisymmetric tensor 
S/W or (s,,.), with suitable values for ~ I and c(; 2' Space-time 
translation invariance for the free system forbids the appear­
ance of;xl' in the Lagrangian, and Q being an FOS deter­
mines also the leading term linear in t I'V , namely, the expres­
sion (4.2). For both possible FOS's, therefore, we have the 
general form 

2"(x,s,t) = 2"o(s,t) + 2"'(x,s), 

2"o(s,t) = S"1J" 1]/1,.1 2
, (5.1) 

for the total Lagrangian. From the previous section we know 
that 2" o (s,t) is invariant or quasi-invariant under the ac­
tion of an infinitesimal Lorentz transformation, depending 
on whether Q = GINo or Q = G IFg, respectively. We now 
impose on 2'" the remaining conditions from Sec. II: (a) it 
must be Lorentz invariant, and (b) it must be homogeneous 
of degree 1 in the XI' . These conditions determine the most 
general form possible for 2"': 

2"'(x,s) = (_X2)1/2/(···t···), (5.2) 

where" ·t··· are a complete independent set of Lorentz 
scalars formed out of XI' and S I'Y' with the property of being 
homogeneous of degree zero in the xl' , and/is an arbitrary 
real function of the t. 

We shall make the physical assumption that in all mo­
tions ofinterest, the velocity vector XI' is positive timelike, so 
that x2 < O. The number of independent t 's can then be im­
mediately determined geometrically, and turns out to be just 
one for either choice of Q. The argument is as follows. Since 
XI' is timelike, one can always go to its rest frame where it 

. takes the form (..;-=xz, 0). If in this frame one can construct 
a complete set ofSO(3) scalars out of Sl'y, then by suitably 
rewriting them in a manifestly Lorentz invariant way and 
also imposing the homogeneity requirement with respect to 
XI' , a complete set oft's is obtained. Now, of the three SO ( 3 ) 
scalars lsi, 1,.1, and s·,. that can be formed out of SI'V' only 
one is independent, since C(; I and C(; 2 have definite numerical 
values, and this one can be taken to be 1,.1 2

• The Lorentz 
invariant expression that reduces to this in the rest frame of 
XI' is 

(5.3 ) 

and is the only t variable for either choice of Q. 
By expanding the square in Eq. (5.3) we can write t as 

t=tl'v(s)XI'xVI( _x2), 

tl'Y (s) = SI'PS vP . 
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(5.4) 

We thus see that for either choice of Q the nontrivial cou­
pling between internal and space-time variables is achieved 
as follows: a symmetric second-rank tensor tl'Y (s) is formed 
on Q, and by contraction with XI' xY and imposing the homo­
geneity requirement the variable t is obtained. Then the 
most general Lagrangian consistent with all of the require­
ments is 

(5.5) 

and involves one arbitrary real function of one real argu­
ment. While this situation is common to both choices of Q, 
one is naturally led to ask whether a simpler choice oft could 
be made, i.e., whether for instance a four-vector VI' (s) 
could be defined on Q in place of the tensor t I'Y (s), so that by 
contraction with a single factor XI' a more elementary t 
could be obtained. We shall show that this is in fact the case 
for Q = GINo, while such a possibility does not exist in the 
other case Q = G I Fg. This again points to the exceptional 
nature of the FOS tJ 0,0 • 

On the orbit tJ 0,0 the value of SI'V at the representative 
point J2 + K I , S ~o; say, is 

s(O) = (0,1,0), ,.(0) = ( - 1,0,0) . (5.6) 

A generic point setJ 0,0 arises from S (0) by a suitable SOC 3, 1) 
transformation A: 

Sw",=A/Avus~o;. (5.7) 

Now it is well known that the stability group of the point S (0), 

generated by J I - K2 and J2 + K I , also leaves invariant the 
lightlike four-vector V ~O) with components 

V~O) = (- 1,0,0,1) . (5.8) 

At s (0) the second-rank symmetric tensor t ~o; of Eq. (5.4) 
can be factorized in terms of V~O): 

t (~(O» = t (0) = V(O) V(O) (5.9) I'V ~ I'V I' v' 
Just as for sin Eq. (5.7), the tensor t(s) is related to t(O) by 
two factors of the Lorentz matrix A. Combining this fact 
with the decomposition (5.9) valid at S (0) we get 

tl'V (s) = AI'PAy Utpu (s (0» 

= A PA uV(O)V(O) I' v P u 

= VI' (s) Vv (s) , 

VI' (s) = AI'PV~O) . (5.10) 

It is understood here that the element AeSO ( 3, 1) is such as 
would carry S (0) to S. Now the use of the notation VI' (s) is 
justified only ifin the last line ofEq. (5.10) the use of any A 
carrying s (0) to S gives the same result for VI' (s). But this is 
indeed so, since as noted above the stability group of V ~O) is 
not smaller than that of the point S (0). This assures us that 
VI' (s) is indeed a function of S alone, as implied by the 
notation. A direct definition of VI' in terms of S and a check 
of its vector nature is also possible. Comparing the two rep­
resentations (5.4) and (5.10) of tl'V' remembering 
C(; 1= C(; 2 = 0 and the values (5.8) of V~O), we find 

Vo(s) = -lsi = -1,.1, 
(5.11 ) 

To verify that VI' (s) behaves as a four-vector when S trans-
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forms as a tensor, we first extend Eq. (4.16) giving the 
change in S induced by a pure infinitesimal Lorentz transfor­
mation to expressions in which an infinitesimal spatial rota­
tion is also included: 

~S = u" S + v" 11 , 

~=U"11-V,,S, 

iui,ivi<l. 

(5.12) 

It then follows from Eqs. (5.11) and (5.12) and use of 
Crf 1 = Crf 2 = 0 when necessary that 

~Vo(S) = v·V(S) , (5.13 ) 
~(S) = u" YeS) + vVo(S) , 

which are just the changes induced in the components of a 
four-vector by the infinitesimal Lorentz transformation 
(u,v). 

It is worth emphasizing at this point that while a four­
vector JIll (s) can be defined as a function of S,,'" on &0,0, we 
cannot invert their roles and express SI'1' as a function of JIll , 
This is because the stability group of s ~~) is smaller than thl\t 
of V~o), and similarly for SI'1' and VI' (S). Thus it is the ten­
sor SI'1' that is the primitive object while VI' (S) is a derived 
quantity on &0,0' 

An essential simplification in the choice of the variable; 
is thus possible when Q = GINo. It is possible to construct a 
(positive lightlike) four-vector VI' (S) on Q and in place of 
Eqs. (5.3) and (5.4), we can define 

(5.14) 

and use this as the argument of the function/in Eq. (5.5). 
The Lagrangian (5.5) is then identical in form to the one 
developed in Refs. 15 for the spinor model, except for the 
replacement of Yo (s,t) by another Yo appropriate for 
spinor internal variables. Of course, while VI' and the inter­
nal angular momentum SI'1' are both bilinear in the compo­
nents of a Majorana spinor in the spinor model, here VI' is a 
function of SI'1' and SI'1' coincides with SI'1" This extremely 
close relationship is due to the FOS GIN being a twofold 
covering of the FOS &0,0 = GINo. Furthermore, if one re­
stricts attention to nonspinorial quantities, the dynamics 
and constraint structure are also identical in the two cases, 
and this is in particular so for the mass-spin relation and for 
the space-time trajectory. These aspects will therefore not be 
discussed any further here. 

Turning to the other FOS Q = G I F9, a corresponding 
simplification is not possible for the following reason: there 
is no nonzero four-vector whose stability group is at least as 
large as F9• Therefore, the tensor tl'1' (S) is the simplest ob­
ject available for combining with X" to form a Lorentz scalar 
;. We therefore call this model with the first-order internal 
space Q = G IF9 the symmetric tensor model (STM) and go 
on to discuss its constraint structure and Hamiltonian dy­
namics. 

The Lagrangian for the STM is given in Eq. (5.5), with 
; defined in Eqs. (5.3) and (5.4). In order to give the equa­
tions a neat appearance, we introduce the following two 
four-vectors: 

( 5.15) 
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obeying 

u2 = -1, U 2 =;, u·U=O. (5.16) 

The 12-dimensional phase space for this problem is 
T· vii X Q, for which.xl' ,Sl'''' and PI' can be used as an over­
complete system of coordinates. The invariants relating to 
SI'1' have values Crf 1 = - b 2, Crf 2 = O. The momenta PI' are 
conjugate to the.xl' and the basic nonvanishing PB's are as in 
Eq. (4.3) together with 

{x",p1'} =~" . (5.17) 

Consistent with the behavior of Y under infinitesimal Poin­
care transformations, the conserved generators of &' are 

PI'=p", JI'1' =xI'P" -x"PI' +SI'''' (5.18) 

To relate the phase space momenta PI' to Lagrangian 
quantities, we calculate the derivative of !£' with respect to 
X" and get 

PI' = (2;/, - /)ul' - 2/, SI'"Uv. (5.19) 

Here the prime on/ denotes the derivative with respect to the 
argument; (which is omitted). The Pauli-Lubanski vector 
WI' and the two Casimir invariants for the Poincare algebra 
tum out to be 

WI' = ~ EI'"pupvJPu = (2;/, - /)S!vu"; 

p 2 =p2 = 4;(; _ b 2)/,2 _ /2; 

W 2= (;_b 2) (2;/,-/)2. 

(5.20) 

Here, S!V = ~ El'vpuS"u is the dual to S, and apart from put­
ting in the values of Crf 1 and Crf 2 where necessary, several 
identities obeyed by antisymmetric tensors have been used. 24 

We see that for a given choice of the arbitrary function/in 
the Lagrangian, both p 2 and W 2 are functions of;. Thus 
eliminating ;we get a functional relationship betweenP 2 and 
W 2

, which is the phase space constraint resulting from the 
reparametrization invariance of the action. We express this 
relation in the form 

(5.21) 

This is the sole primary constraint in the theory, hence it is 
first class, which is as it should be since it generates repara­
metrization (gauge) transformations. The Hamiltonian is 
an arbitrary multiple of the constraint lp, involving a La­
grange multiplier vS: 

H = Vlp . (5.22) 

It leads to the equations of motion 

PI' = 0, 
X" = 2v(p" + a's*I'''Wv) , (5.23) 

tl'V = 2va' ~WpPu (gCZl'Spv - gavSPI' ) , 

where the prime on a denotes the derivative with respect to 
the argument W 2 (which is omitted). In solving these equa­
tions we can take advantage of the fact thatp", and WI' are 
both conserved, so the factor a' is also constant with respect 
to s. Therefore the only explicit appearance of s is through 
the Lagrange multiplier v. We begin by writing the equation 
of motion for SI''' in the following form: 

• , A A SI''' = 2a v(s) (WI'SAV + Wv S"A. ) , 
(5.24) 
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Since the antisymmetric tensor W,.v is constant with respect 
to s, this way of writing the equation of motion reveals that 
S,.v evolves with respect to s by being subjected to a continu­
ously changing element on a one-parameter subgroup of 
SO(3,1), the one with W,.v as generator. The rate at which 
this subgroup is traversed is determined by the Lagrange 
multiplier v. Thus we can write the solution for the equation 
of motion for S,.v if we can write down a closed form expres­
sion for a general element on this one-parameter subgroup. 
For a variable parameter f/J, let 

A(f/J) = exp(f/Jw)eSO(3,1) . 

The two invariants associated with w have values 

!w"vW,.v = _p2W 2>0, 
E ,.vpuw"v (Jy"T = 0 . 

(5.25) 

(5.26) 

Therefore, as a result of standard identities for antisymme­
tric tensors,24 w as a generator matrix in the vector represen­
tation ofSO(3,1) obeys the polynomial equation 

w3 = _ ,(2w, K = ( - p2W2) 1/2 > O. (5.27) 

This property, together with the result for w2
, 

(w2),. v = w"pol'v 

=p2W 28P'v -p2W"Wv - W 2p1'pv, (5.28) 

allows evaluation of A(f/J) in closed form: 

A (f/J)" v = [ 1+ SinKKf/J w + 1 - :~s Kf/J w2],. v 

_ ".1. l::u sin Kf/J"JL WP u - cos"", u v + e' vpu P 
K 

(5.29) 

The geometrical interpretation is aided by the properties 

(5.30) 

Thus in the rest frame ofpi', A ( f/J) is a purely spatial rotation 
around W as axis. The equation of motion for S,.V can now be 
solved by making f/J a function of s obeying the appropriate 
differential equation: 

S,.V(s) = A(f/J(s)Y'pA(f/J(s»)VusPU(O) , 

';;'(s) = 2a'v(s) , 

f/J(O) = 0 . 

(5.31) 

On using this result for s,.v (s) and also the second of 
Eqs. (5.30), the equation of motion for # can be simplified 
to 

X"(s) = pI'!!.... (f/J(S») 
ds a' 

+ d~~s) A(f/J(s)Y'pS.PU(O) Wu . (5.32) 

This can be easily integrated since the explicit form of A ( f/J) 
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is available in Eq. (5.29): 

#(s) = #(0) + pl'f/J(s)/a' 

[
.,.( ) I 1 - cos Kf/J(S) + ",s· + ,(2 w (5.33 ) 

+ Kf/J(s) - ;inKf/J(s) w2 r
p 

S.PU(O) Wu . 

Thus we see that the space-time trajectory is influenced by 
the internal variables S,.V even for the isolated system, and 
# (s) follows a helical path in space-time. 

Up to this point the reparametrization invariance has 
been maintained and the choice ofv(s) left free. If we now 
for instance choose the evolution parameter s to be physical 
time by imposing the gauge constraint 

X=xo-s:::;O, (5.34) 

on the one hand v(s) gets determined and on the other hand 
the two constraints qJ, X form a second class set. This allows 
passage to a system of Dirac brackets (DB)s and explicit 
elimination of two phase space degrees of freedom. For in­
stance the remaining physical phase space variables can be 
taken to be x, p, and S,.V subject to ~ I = - b 2, ~ 2 = O. It is 
then easily seen that the DB's among the Xj vanish, 

{Xj,xk}* = 0, (5.35) 

which is thus a property of the STM shared with the spinor 
model. IS 

VI. CONCLUDING REMARKS 

In this paper, the first in a series devoted to a systematic 
study of classical relativistic particles with internal struc­
ture, we have described the physical ideas guiding our study, 
and then dealt in detail with internal structures correspond­
ing to first-order spaces. These are the cases where, in the 
Lagrangian formalism, the internal variables can be de­
scribed by a first-order dynamics. After determining the pos­
sible FOS's, the symmetric tensor model based on a generic 
orbit in G as the internal space was examined in detail. It is 
interesting to make the following remarks concerning this 
model and its relation to the spinor model or the model based 
on the exceptional orbit as internal space. In any of these 
models, there is one arbitrary function of one argument 
which appears in the general Lagrangian, which ultimately 
determines the functional relationship between mass and 
spin characteristic of the model. Let this Regge relationship 
be written in the form 

m = {3(s) , (6.1 ) 

with m the invariant mass ~, and s the magnitude of 

the intrinsic spin.J - Wz/pZ. One can ask whether, if this 
relationship alone were given, one would have a clue as to 
which internal space was involved. It is plausible that this is 
not so, since in anyone of the models the input arbitrary 
function in the Lagrangian could always be so chosen as to 
lead to the preassigned Regge relation. However it is inter­
esting that by coupling the system to an external electromag­
netic field and calculating, for example, the magnetic mo­
ment for particles on the Regge trajectory as a function of the 
spin, this "degeneracy" can be lifted. For both the spinor 
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model and the model with Q = G / No (the case of the excep­
tional orbit), the dependence of the magnetic moment on 
spin is determined in terms of the Regge relation as IS 

g(s) = dln{3(s) . (6.2) 
dIns 

However in the case of Q = G / F9 as internal space, realized 
as in this paper by using the orbit tJ O,b in G where b > 0 is an 
additional parameter, the magnetic moment has been calcu­
lated elsewhere2s and turns out to be 

g(s) = b
2 +s2 dln{3(s) . 
s2 dIns 

(6,3) 

This is both reassuring and intriguing for the following rea­
sons. On the one hand it is reassuring because it is possible to 
distinguish between the dift'erent internal spaces on a phys­
ical basis, It is on the other hand intriguing because the inter­
nal space Q = G / F9 does not vary in any intrinsic sense as b 
varies, therefore the result (6.3) shows a dependence on the 
particular way in which the given internal space has been 
realized. This fact suggests the following question, which is 
worth pursuing: if the same internal space Q = G / F9 were to 
be realized as one of the orbits tJ a,b or tJ a,O' and this must 
certainly be possible, how is the result (6.3) altered? 

In the next paper in this series we take up the study of 
SOS's. The number of these is quite large, and we shall have 
to develop special methods to handle them in a systematic 
manner. 

APPENDIX: LIE SUBGROUPS OF G 

We list here the connected Lie subgroups H of 
G = SL(2,C), up to conjugacy. 17 The extreme cases FI = G 
and Fis = {e} can be omitted. The rest, ranging from F2 to 
F 14, are given in opposite order, since that is the order of 
increasing dimension n of the subgroup. The usual notations 
for generators of SU (2) and of pure Lorentz transforma­
tionsare./j andKj respectively, while the notationJ<p will be 
used for the combination 

J<p = sin tpJ3 + cos tpK3, 0 < tp < 1T/2 or 1T/2 < tp < 1T . 
(AI) 

For each subgroup listed, both the corresponding collection 
of matrices in the defining (! ,0) representation of G, and the 
infinitesimal generators, are given. 

For n = 1, 

FI4 = all matrices (~ ~), 
- 00 < r < 00, generator = J2 + K I ; 

. (eV 

0 ) F13 =A = all matnces 0 e- v ' 

-oo<V<oo, generator=K3 ; 

FI2 = U( 1) = all matrices (~9 ~ _ i9) , 

0<0 < 21T, generator = J3 ; 

<p . (eve"P 0 ) 
F II = all matnces '" , o e- ve 

- 00 < v < 00, tp fixed, generator = J <p . 
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Forn = 2, 

FlO = N = all matrices (~ r+ is) 
1 ' 

- 00 <r,s< 00, generators =JI -K2,J2 +KI ; 

F9 = U(I)A = all matrices (~V+i9 ~-V-i9)' 
- 00 < v < 00, 0<0 < 217'; generators = J3, K3 ; 

Fs = all matrices (~V : _ v) , 
- 00 <v,r< 00; generators =K3,J2 +KI • 

Forn = 3, 

(e
V 

re _+v iS
) , F7 = AN = all matrices 0 

- 00 <v,r,s< 00 , 

generators = K3, J I - K2, J2 + KI ; 

. (ei9 r + is) 
F6 = U( 1 )N = all matnces 0 e - i9 ' 

- 00 <r,s< 00, 0<0<21T, 

generators = J3, J I - K2, J2 + KI ; 

(
eve'" r + is) 

Ff = all matrices '" , o e- ve 

- 00 < v,r,s < 00, tp fixed, 

generators = J<p' J I - K2, J2 + KI ; 

. (A fl) 
F4 = SU (1,1) = all matnces \.p,. A. ' 

IA 12 - Ifll2 = 1, generators = J3.KI ,K2 ; 

F3 = SU(2) = all matrices (_~. ~.), 
IA 12 + Ifll2 = 1, generators = J I , J2 , J3 • 

Forn =4 

(
eV + i9 

F2 = U (1 )AN = all matrices 0 

- 00 <v,r,s < 00, 0<0<21T, 

generators = J3,K3, J I - K2, J2 + KI . 
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It is shown that the usual moment map J: T * (R3 
- {O} )t---+so* (2,4) of the Kepler problem can 

be generalized to include the magnetic term of the Dirac monopole. 

I. INTRODUCTION 

The maximal dynamical group of the n-dimensional 
Kepler problem (or the hydrogen atom) is well known to be 
SO(2,n + 1).1-5 So we have an Ad*-equivariant moment 
map J: T*(Rn 

- {0})t---+so*(2,n + 1),6.7 whose Hamilto­
nians are given by 

Jhk = XhYk - XkYh, 

Lk =XYk, 

Ao = - }x(y2 - I), 

Ak = !(y2 - I)xk - (X,y)Yk' 

Bo = - }x(y2 + I), 

Bk = !(y2 + 1)xk - (X,y)Yk' 

D= (x,y), 

(1.1 ) 

where y2 = (y,y), and x = (X,X)I/2, h,k = I, ... ,n. The Xh 
andYk are canonical coordinates on T*(R n 

- {O}), which 
is the phase space of the KP. The nonlinear action of 
SO(2,n + 1) on T*(Rn 

- {O}) can be linearized by means 
of the double covering Spin (2,n + I) of the pseudo-orthogo­
nal group.s In the physical case, i.e., n = 3, we have the iso­
morphism Spin (2,4) = SU (2,2) and the linear symplectic 
action of SU (2,2) on T 01 ::::: induces the moment map (1.1) 
through the Kustaanheimo--Stiefel (KS) transforma­
tion,9.1O: 

( 1.2) 

Here To is the space of the null twistors, i.e., the elements 
t/! = (~), ZEC

2 
- {O}, WEC2 such that 

t/!t '!f t/! = 0, ( 1.3) 

where 

'!f = (0 (To), 
(To 0 

(1.4) 

and (TI-' are the Pauli matrices. The equivalence relation::::: is 
defined by t/!:::::t/Jexp(iO). 

The first ofEqs. ( 1.2) shows that the KS transformation 
is based on the Hopffibration: S 3t---+S 2. Since this fibration is 
not trivial, on the basis of Theorem 2 below, one expects that 
the manifold T*(R3 

- {O}) is equipped with a symplectic 
form differing from the canonical one by a magnetic term. 
Really, Barut and Bornzin 12 showed, by a "direct, though 
laborious, calculation" that (1.1) can be generalized as fol­
lows: 

J = XX1T - f.Lx/x, L = X1T, 

Ao= -!x(r-l) -!(,u2/x), 

A = !(r - l)x - (xo1T)1T + q + ~f.L2 X, 
x 2 X2 

Bo= -!X(r+l)-~(f.L2/x), 
2 

B = ~(r + 1)x - (xo1T)1T + ~ J + ~f.L2 X, 
2 x 2 X2 

D = X01T 

where now the 1T h are not canonical coordinates since 

( 1.5) 

{1Th,1Tk} =f.LEhk;(x;lx3). (1.6) 

Here {.,.} are the Poisson brackets, and f.L is a parameter 
(magnetic charge) whose vanishing implies that (1.5) re­

duce to (1.1). 
The aim of this paper is to recover in a natural way the 

moment map ( 1.5). In Sec. II we shortly recall two theorems 
on the reduction of the symplectic manifolds. In Sec. III we 
show how the moment map ( 1.5) is obtained considering the 
linear symplectic action ofU (2,2) of TI-' / :::::, where TI-' is the 
space of the twistors of constant modulus f.L. 

II. REDUCTION OF A SYMPLECTIC MANIFOLD 

This first theorem is due to Marsden and Weinstein. 13 
Theorem 1: Let (P,w) by a symplectic manifold on 

which a Lie group G acts symplectically and let J: P t---+g* be 
and Ad*-equivariant moment map. Assume f.LEg* is a regu­
lar value of J and that the isotropy subgroup G I-' acts freely 
and properly onJ -I (f.L). Then PI-' : = J -I (f.L)/GI-' is a sym­
plectic manifold with a form wI-' such that 1f!wl-' = z!w, 
where 1T1-': J -I (f.L )t---+PI-' is the canonical projection and il-': 
J - 1 (f.L ) t---+P is the inclusion. Let H: P t---+R be G invariant: it 
induces a Hamiltonian flow on PI-' with Hamiltonian HI-' 
satisfyingHI-'01T1-' =Hoil-" 

In a case, the reduced symplectic manifold PI-' is identifi­
able more exactly. In fact we have the following theorem, 
due in this form to Kummer. 14 

Theorem 2: Let P be a cotangent bundle T * M and G a 
one-parameter Lie group acting freely and properly on M. 
Let Mt---+N = M /G be the induced principal fiber bundle and 
a be a connection one-form on it. The reduced manifold PI-' 
is symplectomorphic to T * N endowed with a symplectic 
form given by the canonical one plus a "magnetic term" 
Wr"t da (where TN is the canonical projection T*Nt---+N). 
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III" KEPLER MANIFOLD WITH A MAGNETIC MONOPOLE 

Let 'C be a matrix representation of the U(2,2)-invar­
iant Hermitian form. We choose a basis in C2,2 such that 'C 
has the form (1.4). Here C2,2 is equipped with a natural 
symplectic form a> = de, where 

e = (i12)(t/Jt'C dt/J - dt/Jt 'Ct/J), (3.1) 

and t/JeC2,2. The linear action of U (2,2) on C2,2 is manifestly 
symplectic. The associated moment map: C2'~u*(2,2) is 
easily found to be 

( zwt zzt) 
i#t'C = itt' 

ww wz 
(3.2) 

where we set t/J = (~), z =1= o. The action of the center U ( 1 ) of 
U (2,2) is free on (C2 - {O}) e C2 and induces the reduction 
of any submanifold TfL of twistors of constant modulus 

t/Jt'Ct/J=/L (3.3) 

to TfLI'Z. We will prove that the moment map: TfLl 
'Z.-su*(2,2) is given just by (1,5). To this end, choose a 
system of local coordinates on TfL 1 'Z as follows. Let 
S; = !(Xqo + X"O'), and n = (/Llx)qo + 11'"0'. Being 
det S; = 0, we can define S;1/2 as an element of (C2 - {O})I 
'Z such that S;1/2S;t 1/2 = S;. The x and 11' are local coordi­
nates on T". 1 'Z. Indeed, setting 

( 
-=1/2 ) 

t/J = i;';:112 ' (3.4 ) 

Eq. (3.3) is identically satisfied. The pullback of e gives 

e = lr"dx + /LA, (3.5) 

where A is a one-form such that 

dA = Ehki(x;lx3)dxh dxk. (3.6) 

Therefore the symplectic structure on TfL I'Z is given by 

{Xh,xk} = 0, {Xh,1Tk} = ~hk' {1Th,1Tk} =/LEhkiX;lx3. 
(3.7) 

It is now straightforward to verify that composing (3.2) and 
(3.4) we obtain (1.5). 

We have accomplished the reduction process following 

2921 J. Math. Phys., Vol. 27, No. 12, December 1986 

Theorem 1. Alternatively, we can follow Theorem 2. In this 
way, we get a better insight as to the role of the one-form A. 
To this purpose, let M be C2 

- {O} = R4 - {O} and (z,w) 
coOrdinates on (C2 

- {O}) eC2 = T*M. We have the action 
of U ( 1) on M given by 

Zl---+Z exp(i{J 12), (3.8) 

and we can apply Theorem 2. Regard M as R + X 8 3 so that 
the U( 1 )-action onM gives an induced action on8 3

; its quo­
tient is 8 2 = Cpl. Thus N = Cpl X R +. As is well known, 
this principal U ( 1 ) -bundle M.-N has a natural connection 
one-form a given by 

a = Im(zt dz)lztz. (3.9) 

When restricted to 8 2 (i.e., zt z = 1), a is the Kaehler one­
form onCpl . The one-forms a and A represent the same con­
nection. The action ofU( 1) commutes with that ofSU(2,2) 
and thus its Hamiltonian is constant. Parametrizez in terms 
ofthe spherical coordinates (r,O,¢) on R3 - {O}, getting 

(
.fr cos (012) exp(i[ (¢ + {J)/2]) ) 

Z= (3.10) 
.fr sin (012) exp (i[ ( - ¢ + {J)/2]) . 

The angle {J is an "ignorable" coordinate for all the Hamilto­
nians of the SU (2,2) -action and therefore the conjugate mo­
mentum is a constant ( = /L). It is easy to verify that the 
momentum map T*(R3 

- {0}).-su*(2,2), given compos­
ing the lift of (3.10) with (3.2), gives just (1.5), as required. 
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The formalism of non-Abelian quantum kinematics is applied to the Newtonian symmetry 
group of the harmonic oscillator. Within the regular ray representation of the group, the 
Schrodinger operator, as well as two other (new) invariant operators, are obtained as Casimir 
operators of the extended kinematic algebra. Superselection rules are then introduced. which 
permit the identification (and the explicit calculation) of the physical states of the system. 
Next. a complementary ray representation. attached to the space-time realization of the grouP. 
casts the SchrOdinger operator into the familiar time-dependent space-time differential 
operator of the harmonic oscillator and thus. by means of the superselection rules. one obtains 
the time-dependent Schrodinger equation of the sytem. Finally. the evaluation of a Hurwitz 
invariant integral. over the group manifold. affords the well known Feynman space-time 
propagator (t',x' I t.x > of the simple harmonic oscillator. Everything comes out from the 
assumed symmetries of the system. The whole approach is group theoretic and "relativistic." 
No classical analog is used in this "quantization" scheme. 

I. INTRODUCTION 

This work concerns non-Abelian quantum kinematics. 
and arose in the context of an undertaking to interpret the 
quantum theory of symmetries as the cornerstone of quan­
tum dynamics. In a previous paper! (hereafter referred to as 
paper I) a kinematic formalism has been proposed rather 
briefly. which one obtains from the regular representation of 
a Lie group. This formalism was suggested to the author by 
Weyl's kinematic approach to the group of space transla­
tions2 and. somehow. constitutes a direct generalization 
thereof. In effect. its main feature consists in the replacement 
ofthe essential parameters qQ. a = 1 •...• r. of a non-Abelian 
Lie group, by commuting Hermitian operators QQ. which 
act within the carrier space of the regular representation 
(and may be interpreted as generalized "position" operators 
of the group manifold). In the current applications of Lie 
groups in quantum mechanics one treats the parameters as c 
numbers while. of course. the generators PQ (say) of the 
relevant unitary representations are Hermitian operators by 
their own right. The only exception to this standard proce­
dure is precisely the group of space translations. which is 
usually quantized in a complete manner (i.e .• one introduces 
Cartesian momentum and position operators). and whose 
regular representation thus plays an outstanding role as the 
"coordinate representation" of wave mechanics. According­
ly. one expects that the formal features of non-Abelian quan­
tum kinematics should also arise from a complete group­
quantization scheme. As was shown in paper I. this group 
quantization procedure (Le .• qa ..... QQ) leads to explicit gen­
eralized commutation relations for non-Abelian dynamical 
variables.3 as well as to generalized Heisenberg equations of 
"motion" for the parameter-dependent operators. In this 
way one treats all dynamical variables as q numbers that 
stand on the same footing, in accordance with the demands 
of relativity theory in general. Therefore the kinematic for­
malism sketched in paper I may afford an essentially new. 
intrinsically relativistic, approach to quantum mechanics, 

which would be radically different from the three current 
mathematical formulations of modern quantum theory.4 

Following this trend of ideas. it seems possible to consid­
er quantum mechanics as a theory of physical symmetries. 
which can be suitably formulated in the mathematical lan­
guage of group theory. without recourse to the analytical 
models used in classical mechanics. This means that one 
should try to withdraw the use of classical analogs in quan­
tum theory, as far as possible. at least as a matter of principle. 
In effect. this attempt cherishes the idea that canonical quan­
tization is not the main point in the mathematical construc­
tion leading to the quantum model of a physical system. 
Rather. the symmetry structure shown by the system should 
be the only guide for having a self-consistent. complete. and 
unambiguous procedure of quantum mechanical model 
building. In other words, the very notion of "quantization" 
should be considered under a completely different perspec­
tive. i.e .• as a well defined geometric procedure that describes 
the observed symmetries of a mechanical system in terms of 
some physically significative representations of the corre­
sponding group. We shall refer to this particular attempt as 
kinematic quantization. It is clear that such an approach to 
quantum theory (if possible at all) would be an interesting 
achievement for elementary particle physics. There are sev­
eral contributions following this idea in the recent litera­
ture. s 

In this paper we wish to examine this matter further, 
working on a concrete example of quantum kinematics. 
Here we tackle the problem of determining the Hilbert space 
and deducing the Schrodinger equation of the one-dimen­
sional harmonic oscillator. It should be understood from the 
beginning that we shall achieve our task by purely group 
theoretic considerations, since we will use exclusively the 
information that the system S is invariant under a given group 
G, without considering a prequantized canonical model of S. 
The example we study in this article is quite elementary in­
deed. However, it is far from trivial, and we deem it as suffi-
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ciently rich for searching the huge physical possibilities of 
non-Abelian quantum kinematics in general. Unfortunately, 
we have to remark that, given the present stage of develop­
ment of this issue, examples of quantum kinematics are rath­
er lengthy and somehow annoying, even for such simple me­
chanical systems as the one considered in this paper. 

Specifically, this paper is devoted to the kinematic mod­
el one obtains from the regular ray representations of the 
Euclidean group in two dimensions. In order to arrive at an 
adequate physical interpretation of the outcoming model, let 
use recall the isomorphism between the Euclidean group E2 
and the Newtonian group G of the simple harmonic oscilla­
tor. As is well known, G is a group of space-time point sym­
metry transformations of the equation of motion 
x + w2x = O. Indeed, the Newtonian group of this differen­
tial equation is a three-parameter Lie group that has the fol­
lowing rather simple realization in the space-time {t,x} of 
the system: 

t' = t + ql, 

x' = x + q2 cos wt + rt sin wt, (1.1 ) 

where ql, q2, and q3 are three essential parameters of the 
group.6 Equation (1.1) entails a Newtonian transformation 
of space-time coordinates for it manages time as an absolute 
universal parameter.7 Clearly, the change of variables 
(t,x) ..... (t' ,x') has the fundamental property of leaving in­
variant the equation of motion of the system; i.e., G is the 
Newtonian relativity group of the one-dimensional harmonic 
oscillator. Nevertheless, it can be shown quite directly that 
neither the Lagrangian nor the Hamiltonian are invariant 
under Eq. (1.1). [To be sure, the Lagrangian changes by a 
total time derivative, while (on the orbits) the Hamiltonian 
changes by an additive constant, as it indeed must.] Hence, 
the transformations stated in Eq. (1.1) can be visualized also 
as an active symmetry group that changes one world line of 
the system into another. Thus 

xU) = a cos wt +,8 sin wt ..... x' (t') 

= a' cos wt' +,8' sin wt' ( 1.2) 

holds upon transformation (1.1), and, in consequence, a 
simple calculation yields the following realization of G in the 
state space {a.,8} of the classical oscillator: 

[a'] = [COS wql - sin Wql] [a + q2]. (1.3) 
,8' sin wql cos wql ,8 + q3 

So we see that G is isomorphic with E2• 

It is a well known fact that the full symmetry group of 
the differential equation x + w2x = 0 is an eight-parameter 
Lie group. In effect, Wulfman and Wyboume8 considered 
the classical one-dimensional harmonic oscillator and found 
that its symmetry group is SL( 3,R). Hence, the Euclidean 
group E2 acts isomorphica1ly as the Newtonian subgroup of 
the complete space-time symmetry group of the oscillator. 
(This is exactly in the same way as, for instance, the Galilei 
group in one-dimensional space acts as the Newtonian sub­
group ofthe eight-parameter projective group, which leaves 
the equation x = 0 invariant.6

) For the sake of simplicity, in 
this paper we disregard five extra degrees of freedom of the 
symmetries of the system, and thus we assume that G:::::;E2 
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gives a sufficiently complete description of the symmetries of 
the harmonic oscillator. For the same reason, we do not take 
into account the kinematic structure of the rotational de­
grees of freedom of the isotropic oscillator, since these would 
introduce an unnecessary mathematical complication9 

which, at this stage, would not help us to grasp the main 
physical features of quantum kinematics. 

Finally, we wish to recall the interesting discussion of 
the possible kinematical groups and their classification, ex­
pressing the equivalence of a large class of frames of refer­
ences, which was presented some years ago by Bacry and 
Levy-Leblond. 1O The three-parameter Newtonian group G 
we are considering in the present paper corresponds precise­
ly to the one-dimensional version of the three-dimensional 
oscillator group introduced by these authors. Also, the one­
dimensional Newtonian group of the simple harmonic oscil­
lator, as well as that of the forced harmonic oscillator, has 
been studied (in connection with the Lagrangian gauge 
problem of classical mechanics) by Uvy-Leblondll and 
Houard,12 respectively. Moreover, all the unitary contin­
uous irreducible representations of the central extension 
(i.e., ray representations) of the oscillator group G can be 
found in a paper by StreaterY In summary, the group G, 
which we are going to quantize in the present work, is a 
familiar mathematical object indeed. 14 

The organization of this paper is as follows. Section II 
contains a brief review of the regular representation of the 
universal covering group of G, and its ray extensions, which 
is the starting point of the kinematic model. The extended 
kinematic algebra of the harmonic oscillator is studied in 
Sec. III; Le., the Lie algebra and the non-Abelian canonical 
commutators as well as the invariant operators are discussed 
in this section. Section IV introduces the superselection rules 
attached with (and solves the eigenvalue equations of) the 
invariant operators; in particular, this section is devoted to 
the SchrOdinger operator. In Sec. V we construct a comple­
mentary ray representation of the group, which takes into 
account its Newtonian space-time realization and thus al­
lows us to calculate the (well known) explicit form of the 
time-dependent Schrodinger differential operator. The 
physical space-time kets I t,x> are obtained in Sec. VI by 
means of the superselection rules. Thus the time-dependent 
Schrodinger equation of the harmonic oscillator arises as a 
purely group theoretic construct. Moreover, the space-time 
probability amplitude (t ' ,x' I t,x > is evaluated by means of an 
invariant integral over the group manifold. Section VII con­
tains some conclusions and perspectives. 

II. THE REGULAR RAY REPRESENTATIONS 

We begin our work by considering the regular ray repre­
sentations of the Newtonian group of the oscillator, since 
this self-contained mathematical construct offers an inter­
esting background for quantum kinematics (cf. paper I). As 
we have seen, the harmonic oscillator's Newtonian group G 
is isomorphic to the semidirect product SO(2)~T(2), 
where T( 2) denotes the group of translations in the plane. 
Hence G is connected (but not simply connected). In this 
paper we are only exploring the physical possibilities of 
quantum kinematics, and therefore it seems advisable to 

Jorge Krause 2923 



                                                                                                                                    

start considering the universal covering group G of G, in­
stead ofG itself; i.e., GzR+ Q.<T(2), where R+ denotes the 
multiplicative group of positive real numbers. One reason 
for this choice is the fact that G is connected and simply 
connected. The parametrization of the Newtonian group G 
is simply given by three (orthogonal) real axes; i.e., 

- 00 <qa < + 00, a = 1,2,3. (2.1 ) 

These define the group manifold M(G). The identity ele­
ment of G corresponds to the origin, e = (0,0,0), and the 
binary combination laws of the parameters (namely, the 
group law) can be written as follows: 

q" I =gl(q';q) =q' I +ql, 

q" 2 = r(q';q) = q' 2 cos wql + q' 3 sin wql + q2, (2.2) 

q" 3 =gl(q';q) = _ q' 2 sin wql + q' 3 cos wql + q3. 

Hence, the group-inversion formulas for the parameters are 

ql = - qt, 
q2= -q2 coswql+q3sinwql, (2.3) 

q3 = _ q2 sin ujql _ q3 cos wql. 

Next, we need to introduce the following right- and left­
transport matrices for contravariant vectors in M( G) (cf. 
paper I): 

R! (q) = lim a ~i'(q';q), (2.4) 
q'-e 

L:(q)=lima~i'(q;q'), (2.5) 
q'_e 

respectively. Thus, using Eqs. (2.2), we obtain 

R!(q) = [°0

1 

COSOwql -Si~Wqll' (2.6) 
sin wql cos wql 

wql 

1 

o 

- Wqll 
o , 
1 

(2.7) 

where a labels the rows and b labels the columns. Therefore, 
for the right infinitesimal operators on M(G) [i.e., 
Xa (q) = R! (q)ab ], one has 

xl=al, 

X 2 = cos wql a2 - sin wql a3, (2.8) 

X3 = sin wql a2 + cos wql a3, 

wherefrom the well known Lie algebra of E2 follows: 

("'I"') = Po f f f dql dq2 dq31"'(qt,q2,q3) 12 < 00. 

(2.lO) 

It is also useful to consider the rigged Hilbert space structure 
attached with K(G), for this allows us to introduce an or­
thogonal complete continuous basis {lq l tlq3)} on K(G). 
This basis is such that (paper I) 

(q' I q' 2q' 2lq lq2q3) 

= Po- 1t5(q' I _ ql )t5(q' 2 _ q2)t5(q' 3 _ q3), (2.11) 

Po f f f dqldq2dq3Iqlq2q3)(qlq2q31 =/, (2.12) 

where / denotes the identity operator in K( G). 
Now we are ready to consider the unitary operators that 

carry a ray representation of (G) within K(G). Let 
¢J k (q';q) be an exponent (or two-cocycle) of (G); namely, 
¢Jk is a continuous real-valued function of q' and q, which 
satisfies the well known three-point functional relation, 16 

¢Jk(q';q) + ¢Jk[q";g(q';q)] =¢Jk(q";q') +¢Jdg(q";q');q], 
(2.13) 

as well as left and right homogeneous "initial" conditions at 
the identity 

¢Jk (q;e) = ¢Jk (e;q) =0. (2.14) 

Since G is connected and simply connected, we may assume 
without loss of generality that ¢J k is globally well defined and 
dilferentiableen thewholespaceM(G) XM(G). (See Barg­
mann's paperl6 for details.) Then, associated with each ad­
missible two-cocycle ¢Jk of (G), we introduce a set oflinear 
operators Uk (ql,q2,q3) defined on M(G), and such that 

Uk (q' t,q' 2,q' 3) Iq l,q2,q3) 

= exp[i¢Jk (q' I,q' 2,q' 3;ql,q2,q3)] 

X IgI (q';q),r(q';q),g3(q';q», 

Uk (ql,q2,q3) 10,0,0) = Iq l,q2,q3). 

(2.15) 

(2.16) 

Since the regular basis {Iq)} is complete, these equations 
define these operators on K( G) indeed. It is immediate that 
from these equations one gets 

Uk (q' I,q' 2,q' 3) Uk (ql,q2,q3) 

= [exp ¢Jk (q' I,q' 2,q' 3;ql ,q2,q3)] (2.17) 

X Uk [gl(ql;q),r(q';q),g3(q';q)], 

as required for a ray representation. Moreover, it can be 
shown that these operators are unitary; in effect, one has 

U;:-(q)=Ukl(q) = e- i4>k(Q;Q)Uk ('q). (2.18) [XI,x2] = - wX3, 

[XI,x3] = WX2, 

[X2,x3] = o. 
(2.9) However, we observe that the unitarity of these operators is 

not "perfect" in general, unless ¢Jk (q;q) =0. Also, the fol­
lowing consistency requirement can be proved rather easily: 

Since the determinants of (2.6) and (2.7) are 
L(q) = R(q) = 1, the Hurwitz invariant measure on M(G) 
is given simply by dp(q) = Po dql dtf dq3, where Po is an 
arbitrary normalization constant. IS In consequence, Gis un­
imodularand the Hilbert space K( G) that carries the regu­
lar representation is defined as the set 2'2 (G) of square­
integrable wavefunctions ",(ql,q2,q3) on M(G): 
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Uk (q) f dp(q') Iq')(q'l = f dp(q') Iq')(q'!Uk (q), 

(2.19) 

as a consequence of the fundamental properties of a two­
cocycle. Clearly the matrix elements of the Uk (q)'s with 
respect to the regular basis {Iq)} are given by 
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U~I<,j. (q) = (q'!Uk(q)lq") 

=Po-li~k(q;q')c5[q' 1_ (ql +q" I)] 

Xc5[q' 2 _ g2(q;q") ]c5[q' 3 _ g3(q;q")], 

and therefore one has 

(2.20) 

f dp(q") U~:} (ql) U~!<} (q2) = i~k(q,;q2) U~.l[g(ql;q2)]' 
(2.21 ) 

for any two given points ql and q2 in M( G), as it sh02ld be. 
Since the Uk(q) are unitary operators in K(G), we 

observe that one and the same Hilbert space (which carries 
the regular vector representation of G) also carries all the ray 
extensions of this representation. In effect, for any given vec­
tor 1¢,)eK(G) one has 

I¢') = f dp(q)¢,(q)lq), (2.22) 

where ¢,(q) = (ql¢') is a wave function defined on M(G), 
provided it belongs to 2'2 (G). Therefore, if one considers 
the image vector produced by one of the operators Uk (q) 
acting on I¢'), say, 

Uk (q) I¢,) = I¢'~k» = f dJL(q')¢'~k)(q')lq), (2.23) 

this yields, immediately, 

f dp(q')I¢'~k)(q')12= f dp(q') I¢,(q') 12, (2.24) 

where ¢'~k)(q') is given by 

¢'~k)(q') = e46kl<r.B(Q;q·)I¢,[g(q;q')]. (2.25) 

Thus tP~k)(q')e2'2(G) if, and only if, ¢,(q')e2'2(G). Equa­
tion (2.25) states the unitary projective transformation law 
for the wave function belonging to 2'2( G). By the way, this 
formula shows neatly that we are handling the ray exten­
sions of the left regular "true" representation of G, which 
reads 

¢'~O)(q') = ¢,[g(q;q')], (2.26) 

according to the usual approach to this subject. 17 This fact is 
important for the purposes of quantum kinematics, because 
one does not need more geometric structure than K(G) 
itself in order to handle all the regular ray representations of 
G. 

The method for calculating an admissible (local) expo­
nent of a given Lie group is well known. 11.12.16 This is a rath­
er simple subject, which is becoming fashionable in several 
areas of theoretical physics, 18 and which belongs to the con­
text of the cohomology theory of Lie groups. 19 In this paper 
we shall use the following two-cocycle of the Euclidean 
group in the plane: 

t/Jk (q' t,q' 2,q' 3;ql,q2,q3) 

2925 

= (k 14) [(q' 2)2 + (q' 3)2] 

X [tan w(q' I + ql) _ tan wq' I] 

+ (k 14)[ (q2)2 + (q3)2] 

X [tan w(q' 1+ ql) _ tan wql] 

+ (k 12) (q' 2q2 + q' 3q3) 
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X [cos wql tan w(q' I + ql) - sin wql] 

+ (k 12) (q' 3q2 _ q' 2q3) 

X [sin wql tan w(q' I + ql) + cos wql], (2.27) 

where k is a real ray constant corresponding to the two-cocy­
cle of the extended Lie algebra. This exponent t/Jk was calcu­
lated by means of non-Abelian analytical techniques, which 
are a coordinate-dependent realization ofthe coordinate-in­
dependent (i.e., geometric) techniques presented in 
Houard's paper.12 This function t/Jk is an admissible two­
cocycle of G, for it is nonequivalent to zero and satisfies the 
fundamental relation (2.13). Moreover by means of Eqs. 
(2.3), it can be shown that (2.27) implies 

t/Jk (q;q) = t/Jk (q;q) == O. (2.28) 

Therefore the unitary operators Uk (q) of the ray representa­
tion associated with this two-cocycle satisfy 

U k+ (q) == U k-I(q) == Uk ("q), (2.29) 

instead of Eq. (2.18). We shall refer to this fact by saying 
that these operators are perfectly unitary and that the corre­
sponding exponent t/J k (q';q) belongs to the perfect unitary 
gauge. Another important property of the exponent function 
(2.27) is that it is a completely gauge-reduced 
two-cocycle, in the sense that no term of the form 
y(q') + y(q) - y[g(q';q)] [with y(O,O,O) = 0] ap~rs in 
this function. Once we keep the ray constant k fixed, these 
two properties [namely, (a) to belong in the perfect unitary 
gauge, and (b) to be a completely gauge-reduced exponent] 
make the two-cocycle (2.27) of G unique. On the other 
hand, both conditions [(a) and (b)] recommend them­
selves, since both are physically reasonable. These math­
ematical minutiae are very important for quantum kinema­
tics and will be taken up elsewhere. 20 

Finally, it can be seen that, with t/Jk as given in Eq. 
(2.27), one has the following commutation rule: 

Uk (ql ,q) = exp[ - i(k 14) Iql2 tan wql] Uk (ql ,0) Uk (O,q) 

= exp[ - i(k /4) Iql2 tan wql] 

(2.30) 

where, clearly, q = (q2,q3) isa vector in the plane, and where 
the rotation matrix R(wql) is given in Eq. (1.3). So much 
for the regular ray representations of G. 

III. KINEMATIC ALGEBRA OF THE HARMONIC 
OSCILLATOR 

Now we come to the core of the issue, because the kine­
matic algebra of G determines the quantum rules of the sys­
tem and, therefore, is of paramount importance in the kine­
matic approach to quantum dynamics. 

First, let us consider the infinitesimal operators P ~k), 
a = 1,2,3, which are the generators of the regular ray repre­
sentation. Thus we get 

Uk (c5q) =1 - (i1")c5qap~k). (3.1) 

Hence, the infinitesimal transformation corresponding to 
Eqs. (2.23) and (2.25) yields the general formula 
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p~k)I¢r) = -i" f dJl(q){[Xa(q) -ir~k)(q>]¢r(q)}lq), 
(3.2) 

where the functions r~k) (q) are given by 

(3.3 ) 

[i.e., r~k)(e) = 0]. Thus, from Eq. (2.27), in our case we get 

rlk) = (k 14)w[ (q2)2 + (q3)2]sec2 wqI, 

r~k) = - (k 12)q3 sec wql. 

r~k) = (k/2)i sec wql. 

(3.4) 

( We shall refer to these functions as the exponent generators 
of the ray representation.) So we have the following map­
ping: 

P Ik)I¢r) .... - ili{al - i(kwI4)q2 sec2 wql}¢r(qI,q), 

P ~k) l¢r) .... - i"{cos wql a2 - sin wq1a3 

+ i(k 12)q3 sec wql}¢r(ql,q), (3.5) 

p~k)I¢r) .... - ili{sin wql a2 + cos wq1a3 

- i(k/2)q2 sec wql}¢r(ql,q), 

which casts the "generalized momentum operators" (cf. pa­
per I) into useful e~ressions for explicit wave-mechanical 
calculations on M(G). Of course, for that matter, one may 
also write 

(3.6) 

which one obtains directly from Eq. (2.15). 
The extended Lie algebras associated with ray represen­

tations of Lie groups are well known. 16 From Eq. (3.6), after 
some manipulations, we obtain 

[ p lk) ,P ~k)] = iltwP jk), 

[Plk),P~k)] = -iltwPik), (3.7) 

[P~k),P~k)] = ift2k. 

These are the familiar formulas for the extended Lie algebra 
in the regular representation of the Newtonian covering 
group ofthe harmonic oscillator. 13 

Now we tum to the generalized position operators intro­
duced in paper I; namely, we define Hermitian operators Q a 

by means of their spectral integrals, 

Qa = f dJldq) Iq)qa(ql, a = 1,2,3. (3.8) 

These operators are such that Qalq) = qalq) and 
[Q a,Q b] = ° hold. Taking into account the general proper­
ties of an exponent, it can be shown that these Q a,s transform 
according to the following law under the elements of the 
group: 

U k+ (q)QaUk (q) =~(q;Q) = f dJldq') Iq')~(q;q') (q'l· 

(3.9) 

This result is valid, in general, within the left regular ray 
representations of a Lie group. Therefore, if one considers 
the infinitesimal version of this unitary transformation, one 
obtains the same non-Abelian canonical commutators which 
were already presented in paper I. Indeed, one has general­
ized commutation relations for non-Abelian variables; i.e., 
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(3.10) 

where the operator R i: (Q) has the spectral representation 

Ri:(Q) = f dJlL(q)lq)Ri:(q)(ql· (3.11) 

Accordingly, using Eq. (2.6), we obtain the following set of 
non-Abelian canonical commutators for the simple harmon­
ic oscillator: 

[Q I,Plk)] = iii, [Q2,PI 1
)] = 0, 

[QI,P~k)] =0, [Q2,p~k)] = i"cos WQI, 

[Q I,P~k)] = 0, [Q2,Pjk)] = i"sin wQ I, 

[Q3,Pl k)] =0, 

[Q\Pik)] = - i" sin wQ I, 

[Q3,p~k)] = i" sin wQ I. 

(3.12) 

The set of commutators presented in Eqs. (3.7) and (3.12) 
constitute the extended kinematic algebra of G. We next de­
rive some interesting consequences of these commutation 
relations. 

First (and most importantly), from the Lie algebra 
(3.7) we immediately obtain the fundamental result 

[ak,al] =1, (3.13) 

where the "ladder" operators are defined by 

ak = (l1fr./2k) (p~k) + iP~k», 
al = (l1fr./2k) (p~k) _ iPjk». (3.14) 

Bear in mind that these operators are not defined within the 
regular vector representation of G, since in that representa­
tion one sets k = 0. We also wish to remark that the assump­
tion k>O, which is implicitly made in Eq. (3.14), means no 
loss of generality. Furthermore, if in the present context one 
looks for a Casimir operator of the extended Lie algebra 
(3.7), one easily finds that the particular combination of 
generators 

Sk = P lk) + !Itw(akal + alak ) (3.15 ) 

is indeed an invariant of the algebra; i.e., 

[Sk'P ~k)] = 0, a = 1,2,3. (3.16) 

Therefore, Sk is an invariant operator of the ray representa­
tion 

(3.17) 

Henceforth, for obvious reasons, this invariant operator Sk 
will be referred to as the SchrOdinger operator of the system. 

A novel feature of this formalism is the fact that two 
different Hamiltonians come to the fore. In fact, the operator 

(3.18) 

is the familiar Hamiltonian of the harmonic oscillator (we 
shall call it the dynamical Hamiltonian ofthe system). On 
the other hand, the operator P lk) is the generator of time 
translation symmetry (hereafter, we shall call it the kine­
matic Hamiltonian ofthe system). However, it is easy to see 
that these two Hamiltonians are linearly independent opera­
tors. To this end, it is enough to look at the kinematic algebra 
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obeyed by the dynamical Hamiltonian, which is as follows: 

[P\kl,Hd =0, 

[P1kl ,Hd =iliwPjkl, (3.19) 

[ P jkl,Hd = - iliwP 1kl, 

and also 

[QI,Hd =0, 

[Q2,Hk ] = i(wlk) (P1kl cos wQ 1+ Pjkl sin wQ I), 

[Q3,Hd = -i(wlk) (P1klsinwQI-PjklcoswQI). 
(3.20) 

[Suppose that we had considered exclusively the extended 
Lie algebra (3.7). Then, after comparing Eq. (3.19) with 
(3.7), we could think of the possibility of having a null 
SchrOdinger operator, Sk =0, that is, Hk = - p\kl. How­
ever, a glance at the canonical commutators (3.20) and 
(3.12) reveals immediately that such a "conclusion" is 
false.] Furthermore, these two Hamiltonians commute, and 
therefore the quantum model (one obtains by "quantizing" 
directly the Newtonian symmetries of the system) consists 
of two noninteracting parts. The SchrOdinger operator thus 
appears as the total Hamiltonian of this composed system. 
(We shall return to this issue presently.) 

The following commutation relations are immediate 
and useful: 

i.e., 

[e±iWQ',P\kl] = =Fliwe±iwQ', 

[QI,Hd =0, 

[e±iwQ,sk] = =Fliwe±iwQ'. 

Since Sk is a Casimir operator, 

[ak,sd = [al,sd =0, 

and since for the dynamical Hamiltonian one has 

(3.21 ) 

(3.22) 

(3.23) 

(3.24) 

[ ak,Hk] = liwak' [ al,Hd = - liwal. (3.25) 

it follows that one also has "opposed" ladder effects for the 
kinematic Hamiltonian: 

[ak,p\kl] = -liwak, [al.p\k l ] =liwal; (3.26) 

i.e., the "annihilation" operator of Hk is a "creation" opera­
tor of P \kl, and vice versa. 

To end up this section, let us define two auxiliary opera­
tors 

bk = (kI2)1/2Z+ +ieiwQ'al. 

bl = (kI2)1/2Z-ie- iwQ 'ak , (3.27) 

where Z = Q 2 + iQ 3. After some manipulations, it can be 
shown that 

[bk'p~kl] = [bl.p~kl] =0, a= 1,2,3. (3.28) 

Hence, every Hermitian function of these operators is an 
observable constant of "motion" of the system and, further­
more, it also plays the role of an invariant operator of the 
group. In this paper we shall be particularly interested in the 
Hermitian combination 

Bk =blbk, (3.29) 

because of the following striking result: 
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(3.30) 

The set of commuting Hermitian operators {p \kl, H k , B k } 

is complete, and may be used instead of {Q I,Q 2,Q 3} in order 
to characterize the three "degrees offreedom" of the Hilbert 
space K( G). Let us remark, however, that in this paper we 
shall not indulge on the possible physical significance of bk 

and b 1, which will play here a purely auxiliary role.21 

IV. SUPERSELECTION RULES 

With the aim of arriving at a reasonable physical inter­
pretation of the model, let us examine the following postu­
late: the allowable physical states of the harmonic oscillator 
correspond to simultaneous eigenkets of the invariant opera­
tors Sk and Bk previously found. It is clear that the superse­
lection rule of the SchrOdinger operator S k corresponds to 
the law of conservation of total energy of an isolated system 
that consists of two (noninteracting) parts. The physical 
meaning of the superselection rule of the operator B k here 
plays an auxiliary role and remains to be discussed at an­
other opportunity. Of course, with the aim of tackling the 
present endeavor, we need to solve the eigeEvalue problems 
of Sk and Bk within the Hilbert space K(G). 

Using the realization of P \kl in the Q representation, as 
stated in Eqs. (3.5), one easily solves the eigenvalue equa­
tion of the kinematic Hamiltonian. Indeed, one gets the ei­
genvectors 

lEI) = J dp,(q)uE, (q)expH ( ~I )ql 

(4.1 ) 

where q = (q2,q3) , q2 = (q2)2 + (q3)2, and where the spec­
trum is given by - 00 < E 1 < + 00. The function 
UE, (q2,q3), which figures in Eq. (4.1), corresponds to the 
degeneracy of these states. This function may depend on E 1, 

but not on q I; otherwise it remains completely arbitrary, pro­
vided the scalar products 

(EiIEI) 

= 8(E i - E I) J J dq2 dq3 U~~(q2,q3)UE, (q2,q3) 

(4.2) 

are such that 

(u~, luE,) = J J dq2 dq3 U~~(q2,q3)UE, (q2,q3) < 00. 

(4.3) 

Here, and henceforth, we setp,o = (21rh) -I. [It is clear that, 
sensu stricto, one should write lEI' [uE, ]) to denote the ei­
genkets defined in Eq. (4.1)]. 

The eigenvalue problem of H k is well known, of course, 
One has 

H kln 2) = (n2+!)liuJln2), n2=0,1,2, ... , (4.4) 

with 

In2 ) = (n2!) -1/2(al )"'10) 

(clearly, 10) = In2 = 0», and 

aklO) =0. 

(4.5) 

(4.6) 
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Hence, all that remains to be done is to obtain these eigenkets 
as vectors in K(G). To this end, we cast the ladder opera­
tors in the Q representation; i.e., we set [cf. Eq. (3.5) and 
(3.14) ] 

ak I¢) -+ - i(2/k) 1/2 

xexp{iwql} [ az.+(k 14)z(1- Han wql) ]¢(q\q), 

atl¢)-+-i(2/k)1I2 (4.7) 

xexp{iwql} [az-(k 14 )z*(1 +i tan wql) ]¢(ql,q), 

where we have written z = q2 + iq3, 2az = a2 - ia3, etc. So 
one obtains the ground state 

In2 = 0) = J df..l(q)VO(ql,z) 

Xexp ( - : Iz12(1 - Han Wql») Iq), 

(4.8) 

wherefrom the general form of the eigenvectors follows: 

In2 ) = ( -i..J+)n, (n2!)-1/2 J df..l(q) 

xexp( -in2Wql )[(az - ~ z*rVo(ql,z)] 

xexp ( - : Iz I2(1-itanwql ») Iq). (4.9) 

Again, the function Vo (q I , z) describes the degeneracy of 
these eigenkets; it does not depend on n2 (neither does it 
depend on z* = q2 - iq3). Otherwise, Vo (q I , z) is a com­
pletely arbitrary analytic function of z, provided (010) is 
finite. Quite generally, one has the following scalar product: 

(nZln2) =8n,n,(21T'h)-' J:oo dq' JJd
2
Z 

X exp - (k 12) Izl2 [vb (ql, z)] *VO(ql, z). 
(4.10) 

Now, a glance at Eqs. (4.1) and (4.9) yields immediate­
ly the general form of the simultaneous eigenkets of the two 
commuting Hamiltonians, P lk) and H k; namely, we obtain 
eigenkets of the form 

IE1n2) = (-i$Y' (n2!)-1/2 J df..l(q) 

Xexp (~ (EI - n2-1iw)ql) 

x exp ( - : Iz I2(1-itanwql ») Iq), 

such that 

Pl k )IE1n2) = (EI -n2-1iw)IE1n2)' 

Hk IE1n2 ) = (n2 + D-liwIE1n2)· 

(4.11 ) 

(4.12) 

(4.13) 

In this manner, one has solved the eigenvalue problem of the 
SchrOdinger operator; indeed one has 
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(4.14) 

Moreover, the following orthogonality relation holds: 

(E;nzIEln2) =8(E; -EI)8, JJd 2Z 
n2n 2 

Xexp( - (kI2)lzI2)[v,;;;, (Z)]*VE, (z). 
(4.15 ) 

Thus, we are in a position to formulate our first superselec­
tion rule: for a fixed value of the ray constant k (which we 
take as k > 0, without loss of generality), the allowable phys­
ical states of the system are described by kets of K(G), 
which are given by superpositions of the form 

00 

I¢;EI ) = L cn,(¢)IEln2), ( 4.16) 
n2 =O 

so that 

Sk I¢;EI ) = (EI + !-liw) I¢;EI ). (4.17) 

Clearly, the basic eigenkets IEl n2 ) defined in Eq. (4.11) de­
pend functionally on the wave function vE , (z) one uses for 
building a ground state vector of H k • (More rigorously, one 
should write the functional kets IE I n2' [ v E, ]) to denote these 
eigenkets.) Notwithstanding this degeneracy, the following 
orthogonality relation holds quite generally, as a conse­
quence of (4.15): 

(¢';E zl¢;EI ) 

=8(E; -EI) ~C~2(¢')Cn,(¢)JJ d 2z 

X exp( - (k 12) Iz12)[ v';;;, (z) ] *vE, (z). (4.18) 

The Hilbert subspace K E , CK(G), defined by means of 
the superposition (4.16), has two degrees of freedom corre­
sponding to the coefficients c n, (¢) and to the arbitrary wave 
function vE , (z), which is implicit in IEl n2). From Eq. 
( 4.18) we see that the probability amplitude for a transition 
from a state belonging to the subspace K E; to a state belong-

ing to K E , is zero when E; =l=E2, as it must be. Of course, 
one has to manage the admissible transition between phys­
ical states by means of the well known mathematical refine­
ments called on by a continuous spectrum. Nevertheless, it is 
clear that this complication does not preclude the interpreta­
tion of the superselection rule introduced by Sk as the law of 
conservation of total energy. 

Next, let us discuss the second superselection rule. In 
order to obtain a new basis in K(G), to be used instead of 
{l q lq2q3)}, we shall consider the auxiliary Casimir operator 
Bk defined in Eqs. (3.27) and (3.29). [As we have already 
remarked, the set {p lk), H k , B k } is a complete set of com­
muting self-adjoint operators in K( G).] According to Eq. 
(3.30), the eigenvalue problem of Bk has the general solu­
tion 

( 4.19) 

The Q representation of the auxiliary ladder operators, bk 

and b t, yields 

bk l¢)-+(kI2)1/2[az + (kI4)z*(1-itanwql)]¢(q\q), 

btl¢)-+(kI2)1/2[az* - (kI4)z(1 + itan wql)]¢(ql,q). 

(4.20) 
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[As the reader can appreciate, these formulas make an inter­
esting contrast with the corresponding formulas (4.7) for a k 

andal.] Hence, the ground state In3 = 0) ofBk tumsout to 
be of the form 

In3 = 0) = I dp(q)wo(ql,z*) 

Xexp ( - : Iz12(1 - itan Wql») Iq), (4.21) 

where WO(ql,z*) is an arbitrary normalizable function [cf. 
also, Eq. (4.8)]. Thereafter, using the well known process 
analogous to (4.5), one obtains the eigenvectors of Bk ; 

namely, 

In3) = ( - .JfY'(n3 )-1/2 I dp(q) 

X [(az* - ~z tWO(ql,z*)] 

Xexp ( - : Iz12(1 - Han Wql») Iq). (4.22) 

Now, in order to obtain the desired common eigenvectors 
IE In2n3)' let us equalize Eqs. (4.11) and (4.22), recalling 
thatVE (z) does not depend on n2, but may depend on n3, and 
also that WO(ql,z*) does not depend on n3, but may depend 
on (EI ,n2)' Thus we demand 

( - i,)2/k )n'(n2!) -1/2 exp[ (ilfz) (EI - n2hw)ql] 

X [az - (kI2)z*r'vE ,n, (z) 

= ( _ ,)2/k )n'(n3!) -1/2 

X [az* - (k 12)zr'wE ,n, (ql,z*). (4.23) 

The detailed analysis of this condition is rather lengthy and 
yields the final answer 

IEl n2n3) 

( 
0n,+n,+1 I 

=;n, "'\j1:J (1Tn2!n3!)-1/2 dp(q) 

xexp(~ (EI -n2fzW)ql)z*n,zn'F{n"n,} ( - ~ Iz12) 

xexp ( - : Iz I2(1-itanwql ») Iq), (4.24) 

where we have defined the function 
{n2,nl} < 

F{n"n,} (x) = L n2! n3! -m 
------~~------x , 

m=O m!(n2 - m)!(n3 - m)! 
(4.25) 

with {n2,n3} < denoting the smallest number in {n2,n3}. 
These eigenkets contain no degeneracy, satisfy the orthogon­
ality relations, 

(E; n~ni IEln2n3) = 8(E; - E I )8, 8, , 
n2"2 "3n) 

(4.26) 

and the completeness condition on K(G), 

{"" dEl n~on~o IEln2n3) (Eln2n31 =1. (4.27) 

[Equation (4.26) can be proved by means. of the following 
lemmas: 
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II d 2zexp[ - (kI2)lzI2] 

X (az* - ~ z)f(z,z*) =0, 

z*n'zn'F{n,.n,} ( - ~ Iz12) 

( 
2 )n, ( k )n, = - k az - 1: z* zn' 

( 
2 )n, ( k )nJ = -k az* - 1:z z*n,. 

( 4.28) 

(4.29) 

Of course, the proof of the completeness relation is quite 
involved, and requires the use of the generating function of 
the Hermite polynomials. We omit these details for the sake 
of briefness. ] 

In summary, according to the assumed superselection 
rules, the allowable physical states of the harmonic oscillator 
correspond to kets in K( G) satisfying the following super­
position principle: 

i.e., 

"" 
1t/!;Eln3) = L cn, (t/!) IEln2n3)' 

"2=0 

Sklt/!;Eln3) = (EI + !fzliJ)It/!;Eln3), 

Bk 1t/!;Eln3) = n31t/!;Eln3). 

( 4.30) 

(4.31 ) 

(4.32) 

The Hilbert subspaces KE,n, CK(G) containing these 
physical states have just one degree offreedom, which corre­
sponds to the coefficient of the superposition (4.30); name­
ly, 

Of course, one has 

"" 
(t/!';E;nilt/!;Eln3) =8(E; -EI)8, "" c: (t/!')cn (t/!), "3"3 -"- 2 2 

"2=0 

(4.34) 

and K(G) becomes an incoherent Hilbert space. 

v. COMPLEMENTARY RAY REPRESENTATIONS 

As it follows from the previous discussion, the quantum 
model stemming from the regular ray representations of the 
Newtonian group G contains all the essential mathematical 
features of the familiar quantum theory of the harmonic os­
cillator. Yet, this model still looks far from the ordinary 
wave mechanical model of the system. In effect, what is miss­
ing in the present approach is a space-time description, 
which should be concordant with the "special relativity" 
theory of the harmonic oscillator already sketched in the 
Introduction. Here we shall attain such a description by 
means of some purely kinematic considerations. 

To this end, let us consider a new kind ofkets, labeled as 
I t,x) because they are in one-to-one correspondence with the 
events (t,x) of Newtonian space-time. These kets belong to 
the rigged Hilbert space structure associated with K( G) 
and should be such that, by construction, one has 
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Uk (ql,rj,q3) It,x) = exp(iPk (ql,q2,q3;t,x)] 

X It+ ql,x + rj COS wt + q3 sin wt), 

(5.1 ) 
wherepk is a real-valued function. Accordingly, we shall say 
that these kets carry a complementary ray representation of 
the space-time symmetry realization of G stated in Eq. (1.1). 
Clearly, this property would entail the following transfor­
mation law for wave functions defined on the space-time 
arena: 

(t,xl Ul (q) ItP) 
= e - ipk(q;l.xltP(t + ql,x + q2 cos wt + q3 sin wt), 

(5.2) 

where 

tP(t,x) = (t,xltP), ItP)eK(G). (5.3) 

It is evident that in order to solve the problem set by the 
existence of such kets (and, by the way, to learn how to 
construct them) one must look for necessary and sufficient 
conditions for having the formal property stated in Eq. 
(5.1). Hence, we assume (5.1) and examine first the re­
quired properties for having an allowable phase function 
Pk(q;t,x). An immediate consequence of Eq. (5.1) is the 
requirement 

pdO,O,O;t,x) == 0. (5.4) 

One also easily gets the following functional relation for the 
phase function Pk and the exponent function t/lk : 

Pk (q;t,x) + Pk (q';t + ql,x + q2 cos wt + q3 sin wt) 

- pdg(q';q);t,x] = t/lk (q';q), (5.5) 

where the g( q';q) 's are given in (2.2). These two properties 
are enough for obtaining a constructive method for calculat­
ing an admissible phase functionpk (q;t,x).22 As a matter of 
fact, since the infinitesimal operators, corresponding to the 
space-time realization (1.1) of G, are given by 

ZI(t,x) =a
" 

Z2(t,x) = cos wt ax, 

Z3(t,x) = sin wt ax, 

(5.6) 

we obtain the following solution [which is associated with 
t/lk as given in (2.27)]: 

Pk (qt,q2,q3;t,x) = - (k /4) [(q2)2 + (q3)2]tan wql 

- (k/4)[(rj)2 - (q3)2]sin2wt 

- (k /2)q2q3 cos 2wt 

- kx(q2 sin wt - q3 cos wt). (5.7) 

The reader can check this phase function against Eqs. (2.20) 
and (5.5). We shall also need the phase generators of the 
complementary ray representation, i.e., 

plkl(t,x) = 0, 

p~kl(t,x) = - kx sin wt, 

p~Xl(t,x) = kx cos wt, 

which are defined as follows: 
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(5.8) 

Now we set, ex hypothesi, It,x)eJY'(G) , i.e., 

It,x) = f dp,(q)I/!t(t,x;q)lq), (5.10) 

where, clearly, tPk (t,x;q) = (t,xlq). (Of course, these kets 
It,x) must depend on k.) Then, if one considers tPk at the 
identity, say, 

tPk (t,x;0,0,0) = (t,x I 0,0,0) ==Sk (t,x), (5.11 ) 

where skis an arbitrary single-valued wave function defined 
on the space-time manifold, one can show that a necessary 
and sufficient condition for the kets I t,x) to be endowed with 
the property (5.1) is that they have the following general 
form: 

It,x) = f dp,(q)st(t+ql,x+q2coswt+irsinwt) 

X exp [ipk (ql,q2,q3;t,x)] Iq). (5.12) 

Thus, since S k remains at our disposal, we have enormous 
freedom for adjusting a complementary ray representation 
ofGwithin K(G). 

Moreover, once a suitable generating wave junction 
S k (t,x) has been adopted, it is clear that there remains some 
gauge freedom for fixing the phase of the kets It,x) them­
selves locally in space-time. These q transformations are of 
the form 

(5.13 ) 

and are completely independent of the gauge transforma­
tions that perform the equivalence between ray representa­
tions inherent to the theory of two-cocycles. 16 As a conse­
quence of (5.13) one has the following u transformation of 
the phase generators: 

p~(kl(t,x) =p~kl(t,x) - Zo (t,x)u(t,x). (5.14) 

Once Sk is fixed, all the u-gauge freedom of the formalism 
comes from this last equation. In other words, the solution 
presented in Eq. (5.8) is defined only within a q transforma­
tion of the form (5.14). It must be borne in mind that the 
generating wave function Sk (t,x) is not committed with 
these u transformations. In effect, Sk (t,x) must be deter­
mined independently, on some physical ground. 

Finally, let us review some rather simple (albeit impor­
tant) quantum kinematic features of the complementary ray 
representation carried by the space-time kets It,x). First we 
observe that an infinitesimal transformation of these kets 
yields the following space-time realizations of the "general­
ized momentum" operators: 

Plkllt,x) =ilia,lt,x), 

p~kllt,x) = ili(cos wtax - ikx cos wt)lt,x), 

P ~kl It,x) = ili(sin wt ax + ikx cos wt) It,x); 

and therefore the ladder operators correspond to 

ak It,x) = (i/,fik)eiW1(ax - kx) It,x), 

allt,x) = (i/,fik)e - iWI(ax + kx) It,x). 

(5.15) 

(5.16) 

Hence, by means of the complementary space-time represen­
tation of G, the dynamical Hamiltonian stated in Eq. (3.18) 
can be cast in the following form: 
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Hklt,x) = [- (1iw12k)a~ + !liwkx2]It,x). (5.17) 

Therefore, according to the standard quantum theory of the 
oscillator, we recognize that the ray constant k must be inter­
preted as 

k=mwlli, (5.18 ) 

where m is the mass of the oscillator. In this fashion we 
arrive at the well known form of the SchrOdinger operator; 
i.e., we get 

Sklt,x) = [iii at - (1J2/2m)a; + !mw2x2]It,x). 
(5.19) 

It must be borne in mind that one arrives at this result using 
exclusively the assumed Newtonian symmetries of the sys­
tem. 

Of course, had we used a different set of allowable phase 
generators p~k)(t,X) we would obtain a different Schro­
dinger operator in (5.19). This means, however, that only a 
local u change of phase has been performed on It,x). The 
solutions we have adopted in Eqs. (5.8) avoid this artificial 
complication from the beginning, because they correspond 
to a completely gauge-reduced set of phase generators. That 
is, according to Eq. ( 5.14), no terms of the form 
Za (t,x )u(t,x) appear in the solutions (5.8) and, moreover, 
any other conceivable set of solutions would differ from 
(5.8) merely by the presence of such spurious terms. 

VI. THE GENERATING WAVE FUNCTION Sk AND THE 
SPACE· TIME KERNEL OF THE HARMONIC 
OSCILLATOR 

Once a suitable phase function Pk (q;t,x) has been 
found, it is rather natural to require that the space-time kets 
It,x) themselves correspond to physically realizable states. 
Thus we set 

(6.1 ) 

and 

Bk It,x) = n3It,x); (6.2) 

i.e., in the sequel it should be understood that I t,x) stands for 
I t,x;E ton3)' Furthermore, for the sake of concreteness, since 
in this paper we are only interested in Sk, and not in B k' here 
we consider exclusively the simplest case; namely, hence­
forth we set n3 = 0, since this simplifies our calculations a 
great deal. The general situation, with n3 = 0,1,2, ... , will be 
considered elsewhere. Thus, all the physical states discussed 
hereafter belong to the flilbert subspaces ffr'E,n, Cffr'(G), 
withn3 = O. . 

According to Eq. (4.24), we are searching for a set of 
states I t,x;E I) that satisfy simultaneously the following con­
ditions: 

00 

It,x;E I ) = L c~~)(t,x)IEln20) 
n 2 =O 
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Xexp ( - : IzI2(1- itan wqI») Iq) 

= f dp.(q)sr[t-ql;X-q2cos w(t-ql) 

_q3 sin w(t- ql)] 

xexp ( - i : {[ (q2)2 _ (q3)2]sin 2w(t _ ql) 

- 2q2q3 cos 2w(t _ ql)} )exP{ikx 

X [q2 sin w(t _ ql) - q3 cos w(t _ ql)]} 

Xexp[i(k 14) Izl2 tan wql] Iq). (6.3) 

Of course, the determination of c~~) (t,x) is trivial, since from 
Eq. (5.17) and the superselection rule (6.1), one gets 

[iMt - (1iw12k)a; +! Iiwkx2]C~~)(t,x) 
= (E I +! Iiw)c~~)(t,x), (6.4) 

which has the well known solution 

c~~)(t,x) =N~~)exp[ - (jlli)(E I -n21iw)t] 

Xexp[ - (kI2)x2]Hn, (,jkx) , (6.5) 

where H n, is the Hermite polynomial of order n2, and N ~~) is 
an arbitrary normalization constant. The nontrivial part of 
the problem consists precisely in adjusting the coefficients 
N ~~) in such a manner as to have 

( 
. ) (k)1I2 00 r'N(k) sr(a;x-a) =exp - ~Ela - L __ n,_ 

h 2 n, = 0 ..In;! 

x (.J+Y'ca + ib)n'Hn, (,jkx)} 

Xexp ( - : (a
2 + b 2») 

Xexp (i ~ (ab - 2bX») , (6.6) 

where we have written a = t - ql and a + ib = z*eiaw 
• 

Therefore, by means of the generating function of the Her­
mite polynomials, 

one sees that the unique choice of N ~~), which gives a func­
tion that depends on a and x - a, but not on b, in (6.6), is 
given by 

N~~) = (21Tlk) 1/2(r'n21) -1/2( - i)n'N(k), (6.8) 

where the normalization constant N(k) does not depend on 
n2• This yields the desired answer, i.e., 

sr(t;x) = N(k)e- (i/f/)E,te - (kI2)>:', (6.9) 

and 
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It,x;EI ) = (21Tik) 1/2N(k)e - (illllE"e- (k/2lx' 

X i: (_i)n'(2n'n2!)-1/2 
n2=O 

(6.10) 

Thus we obtain the physical space-time states It,x;E1) 
which carry the complementary ray representation of G 
within /JrE,O C/Jr(G) in the following equivalent forms: 

It,x;EI ) 

= N(k)e- UlIIlE"e- (k/2lx' J d,u(q)exp(~lql) 

00 ('k 12)n, 
X L '11\". exp(in2w(t_ql»Z*n'Hn, (-./fx) 

n, =0 n2• 

Xexp(kI4IZI2(1-itanwql»lq), (6.11) 

or 

It,x;EI ) 

=N(k) J d,u(q)exp(ilIiE1(t_ql» 

Xexp( - kl2[x - i cos w(t _ ql) 

- q3 sin w(t - ql) j2) 

Xexp( - i(k 14){[ (q2)2 _ (q3)2] 

X sin 2w(t - ql) - 2q2q3 cos 2w(t _ ql)}) 

X exp{ikx [q2 sin w(t - ql) - q3 cos w(t _ ql)]} 

Xexp(i(kI4)[(q2)2 + (q3)2]tan wql)lq). (6.12) 

Interestingly enough, the fundamental wave function Sk 
that generates these states is the familiar ground state wave 
functipn (6.9) of the harmonic oscillator. Using the factthat 

(E;n;0IEln20) =6(E; -EI)6, , (6.13) 
n}n2 

then, for any given physical state ItP;EI)e:JrE,O' i.e., 

n, 

one has 

(t,x;E; ItP;E1) = 6(E; - E1)tPE, (t,x), 

where the wave function tPE, (t,x) is given by 

tPE, (t,x) = (~yI2 N*(k)e(illllE"e - (kI2lx' 

00 in,c ( tP ) 
X L n, e-in,w'Hn, (-./fx). 

n,=O ffon2! 

(6.14 ) 

(6.15 ) 

(6.16) 

Therefore, for the time-dependent SchrOdinger equation, 
one gets 

(t,x;E; ISk ItP;EI) 

=6(Ei -EI )[ -iM, - (fiZI2m)a; 

+ !mw2x2]tPE, (t,x) 

= 6(E; - E I ) (EI + !~)tPE, (t,x), ( 6.17) 

as it should be. In this way, one obtains the physical descrip­
tion of actual interest modulated by a delta function which 
comes from the superselection rule. Plainly, integrating over 
E i yields the final answer 

[ - iM, - (fN2m)a; + !mw2x2]tPE, (t,x) 

= (EI + !~)tPE, (t,x), (6.18) 

which, of course, is consistent with Eq. (6.16). 
Finally, let us briefly discuss the Feynman propagator of 

the harmonic oscillator from the standpoint of quantum kin­
ematics. From Eqs. (6.10) and (6.13) one obtains 

(t,x';E; It,x;E1) = 6(E; - E I )6(x' - x), (6.19) 

if one uses the following normalization: 

N(k) = 2 -1/21T- 3/4k 314. 

Hence, since 

(t ',x';E i ISk It,x;EI ) 

= [ilia, - (liwI2k)a; + (liwkI2)x2] 

X (t ',x';E i It,x;EI ) 

= (EI + !~) (t ',x';E i It,x;EI ), 

it follows that the infinite series 

(t' ,x';E; It,x;EI ) 

(6.20) 

(6.21) 

X i: (2n'n2!)-le-in,W("-'lHn,(-./fx')Hn,(-./fx) 
n2 =O 

(6.22) 

must be the quantum mechanical amplitude (i.e., the ker­
nel) to get from the event (t,x) (in a "medium" with energy 
E I) to the event (t',x') (in a "medium" with energy E ; ). 
Clearly, during this process the harmonic oscillator evolves 
freely, without interacting with the medium [the delta func­
tion 6 (E i - E I) explicitly describes this fact]. Indeed, it is 
well known that (6.22) corresponds to the full Green's func­
tion of Eq. (6.17), satisfying the initial condition (when 
t' = 1) stated in Eq. (6.19). However, the important point 
we wish to remark is the following. If one uses Eq. (6.12), 
then a rather lengthy, albeit direct, process of integration 
casts this kernel in a closed form. Thus one obtains 

(t',x';Eilt,x,EI) = ~ (k;yI26(Ei -EI)exp(~ EI(t'-t))JJ dq2dq3 

2932 

Xexp (~ [(x' - q2 cos wt' - q3 sin wt ')2 + (x - q2 cos wt _ q3 sin Wt)2]) 

X exp i(k 12) (q2 cos wt' + q3 sin wt') (q2 sin wt' - q3 cos wt') 

Xexp ( - i(k /2) (q2 cos wt + q3 sin wt) (q2 sin wt - q3 cos wt» 
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xexp{ - ik [X'(q2 sin wt' - q3 cos wt') - X(q2 sin wt - q3 cos wt)]} 

= ~(E; - EI)exp (~[EI + ..!..~](t' _ t») [ . . mw ]1/2 
Ii 2 2mh sm w(t' - t) 

(
. mw (X,2 + X2)COS w(t' - 1) - 2x'X) 

X exp 1-- , 
21i sin w(t' - t) 

(6.23) 

which corresponds exactly with the kernel of the simple har­
monic oscillator, as obtained in the path integral approach. 23 

Nevertheless, the integral one evaluates in Eq. (6.23) is a 
Hurwitz invariant integral over the group manifold. 

We deem this fundamental group theoretic result 
(which here appears as a humble exercise or consistency 
control) as something deeply rooted in the quantum formal­
ism, which deserves further research. For this reason, let us 
briefly discuss a possible physical significance of Eq. (6.23) 
in a rough (and tentative) manner. Let us recall some well 
known elementary ideas. Given an eventEI = (f1'X I ) (see 
Fig. 1) it is clear from Eq. (1.2) that all the sinusoidal world 
lines (like WI) with parameters (a,/J) on the locus 
a = /3 tan wt I + X I sec wt I (of the classical state space) go 
through the given event, and vice versa. Hence, given two 
events,EI = (tl,xl) andE2 = (t2,x2) , there is in general one, 
and only one, sinusoid (not shown in Fig. 1) that contains 
these two space-time points (or else, under very particular 
circumstances, there is none, but we may disregard these 
exceptional cases). Therefore, given a world line W I through 
E 1> the classical probability of finding the oscillator particle 
at E2 is zero or one. (In the configuration shown in Fig. 1, it 
would be zero, since W I does not go through E2.) In quan­
tum mechanics, however, because of the quantum fluctu­
ations there is a continuous (nonzeroth) probabilityampli­
tude for the oscillator to go from event EI to any other given 
eventE2, whateveritsstatemaybeatEI. Now, as we show in 
Fig. 1 (though in a rather sketchy way), the main concep­
tual difference between the Feynman and the kinematic 
"pictorial" interpretation lies in the fact that, according to 
quantum kinematics, the oscillator evolves permanently un-

t 

t, .•••• ; 

... ---~.:.'"~:= - ::r------__ , 
... -..... ' 

FIG. 1. Because of the quantum fluc­
tuations (A,B,C,D, ... ) there is a 
nonzeroth probability amplitude for 
the particle to go from the event E, 

X to the event E2, under the permanent 
action of the elastic force. 
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der the Hooke law offorce and, therefore, the quantum fluc­
tuations (schematically denoted as the events A,B, C,D, ... , in 
Fig. 1) derail the system, which jumps from one allowable 
world line to another. In other words, because of the simulta­
neous presence of both mechanical entities (i.e, the elastic 
force and the quantum fluctuations) the system can go from 
E J to E2 following any piecewise continuous curve (like 
E JABCDE2 ) whose arcs belong to the admissible (i.e., sinu­
soidal) world lines. Hence, in order to determine the prob­
ability amplitude for the desired space-time transition 
(EJ ~E2) one has to sum the "contributions" coming from 
all the allowable world lines, whether they pass through the 
given events or not. But this is precisely the job performed by 
a Hurwitz-invariant integral pertaining to the ,group of 
transformations that interconvert one world line into an­
other. On the other hand, as is indeed well known, in the 
path integral approach to this issue23 one visualizes the sys­
tem as going from E J to E2 along all conceivable world lines 
connecting these two events, whether they are consistent 
with the force law or not. Curiously enough, for the harmon­
ic oscillator, both descriptions give the same answer. 

VII. CONCLUDING REMARKS AND PERSPECTIVES 

In this paper we have "quantized" the harmonic oscilla­
tor through its Newtonian relativity group. It is interesting 
to observe that, in the sense ofEq. (1.1), a harmonic oscilla­
tor S describes a simple harmonic motion only with respect 
to a preferred set of Newtonian observers (i.e., fralnes of 
reference) who also perform simple harmonic motions (of 
the same frequency) relative to the "laboratory" frame. Fur­
thermore, the laboratory system itself belongs to this set 
(though, of course, it performs a simple harmonic motion of 
frequency w with zero amplitude relative to itself). It is clear 
that for any other Newtonian observer of S, who does not 
belong to the set defined in Eq. (1.1), S will not appear as a 
simple harmonic oscillator. Thus, Eq. (1.1) entails the spe­
cial relativity theory 0/ the one-dimensional Newtonian har­
monic oscillator, and what we have done in the present work 
is to quantize this relativity group. 

Elementary as they are, these relativistic features are 
very important from the standpoint of quantum kinematics. 
Hence, let us briefly underline some points in connection 
with this issue. If one manages an isolated system Sby means 
ofits special relativity group G to one is handling, once and for 
all, the whole set of preferred frames of reference relative to 
which S appears in essentially the same fashion and it be­
haves in a well defined standard manner. Of course, the ele­
ments of G induce a change in the states of S (the states of S 
are not invariant under G), but G does not change the very 
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nature of S. It is S itself that is left invariant by the elements 
of G and, whence, it seems possible to use G as a definition of 
S 7. Therefore, if one "sweeps" the group manifold of Gone 
goes over all the allowable classical states of S; that is, one 
may consider all the possible histories of the system, over its 
configuration space-time, by means of its special relativity 
group. This is precisely what quantum kinematics requires 
for the description of S, since from the point of view of this 
formulation of the subject, as we have seen in our particular 
example, quantum mechanics arises as a peculiar theory in 
which the space-time propagator of S (i.e., the Green's func­
tion, or kernel, of the time-dependent Schrodinger equation) 
can be calculated by means of a Hurwitz-invariant integra­
tion over the whole group manifold, thus sweeping all the 
possible classical histories of S. This makes an intricate con­
trast with Feynman's path integral approach to quantiza­
tion.22 Furthermore, the SchrOdinger equation itself can be 
obtained in a rather natural way, within the context of quan­
tum kinematics, by means of a complementary space-time 
representation of the relativity group. In this sense, it must 
be borne in mind that the algebraic form of the familiar 
Hamiltonian operator H k (including the energy scale factor 
ftw/2) hq been calculated in the present endeavor, once we 
demand aD. invariant operator of the extended Lie algebra. 
No matter how easy this calculation has been in this particu­
lar instance, what we wish to underline is the fact that the 
classical Hamiltonian of the system has been totally ignored 
from the beginning (at least, explicitly) in order to achieve 
the correct form ofthe dynamical Hamiltonian operator, as 
well as to obtain the fundamental commutation relation of 
the ladder operators. Thus, everything seems to come out 
from the symmetries of the system. This result may have far 
reaching mechanical consequences if one thinks of an isolat­
ed system S for which a Lie group G affords a sufficiently 
complete description of its physically meaningful symme­
tries. No mechanical symmetry of S (whether external or 
internal) is lacking in G, by the hypothesis, and all its ele­
ments transform (any state of) S into (another state of) S, 
thus leaving the system invariant. In consequence, it seems 
reasonable to postulate the existence of an invariant operator 
(like the SchrOdinger operator, for instance) which will con­
tain all the information regarding the mechanical structure 
and the dynamical behavior ofthe system. In effect, like the 
system S itself, such an operator is invariant under G, and 
therefore it is a reasonable candidate for having a "math­
ematical representative" of the desired quantum model of S. 
Interestingly enough, these considerations (if valid general­
ly) would throw new light into the fundamental role played 
by the SchrOdinger equation in quantum mechanics, putting 
the whole quantum formalism into a new perspective, essen­
tially as a mechanics o/symmetries, quite independent of the 
classical formalism (which, then, would appear as the de­
rived construct). On the other hand, the invariant operators 
of G, when interpreted physically, should correspond to 
some permanent mechanical properties characterizing the 
system S, and therefore they offer the possibility of introduc­
ing superselection rules in the Hilbert space JY(G), which 
carries the regular ray representations of the group. This is 
not just an ad hoc postulate since in any given physical state 
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the permanent properties of S must have well defined perma­
nent values. Hence, this postulate is a rather natural logical 
necessity of the kinematic approach to quantum theory. This 
means that, from a mechanical standpoint, we must look at 
JY( G) as an incoherent Hilbert space, within which the su­
perselection rules will be able to identify automatically the 
physical Hilbert subspaces of the system. 

It is clear that in the present kinematic formalism one 
can interpret the kinematic Hamiltonian P lk) as the Hamil­
tonian of the surrounding medium of the harmonic oscilla­
tor (i.e., of the whole collection of material bodies by means 
of which the Newtonian frames of reference of the system 
become realized). [Let us recall, for instance, the "opposed 
ladder effects" stated in Eqs. (3.25) and (3.26).] Hence the 
continuous eigenvalue E 1 fixes the arbitrary zero level 
against which the energy of the oscillator is being measured. 
In quantum mechanics one usually sets E, = - !fzw, and 
then Eq. (6.18) yields the familiar time-dependent Schro­
dinger equation of the system. 

Another important point we wish to discuss, which 
seems to correspond to a general fact of the relativity theory 
of motion, is that there are two equivalent quantum kinemat­
ic theories ofthe simple harmonic oscillator. One is directly 
related with the space-time realization (1.1) of its Newtoni­
an kinematic group G, while the other is based on the state­
space realization (1.3) of the group E2, isomorphic with G. 
Both theories must be physically interesting since both em­
brace the mechanical system, though from quite different 
geometric points of view. This paper was devoted to the 
space-time kinematic model exclusively. The state-space 
kinematic model of the harmonic oscillator is already under 
study, and will be considered in a forthcoming publication. 
The way one handles the time coordinate in the construct 
considered in this paper should also be discussed. Indeed, in 
quantum kinematics one considers t on the same footing as x, 
as demanded in general by the spirit of relativity theory. This 
demand is not merely formal (and, thus, devoid of physical 
importance) for it is at the very root of every modem theory 
of motion. In the last analysis, Eq. (5.2) gives us the relativ­
istic recipe by which the equivalent (or preferred) Newtoni­
an observers of the harmonic oscillator transform the wave 
function describing the state of the system. For the Galileo 
and the Poincare groups (that is, for free particle systems) 
this is a well known subject, of course, and what we have 
done in the present paper amounts to a direct generalization 
thereof. Let us recall that in the current approach to quan­
tum mechanics one sets ",U,x) = (xl",;t), instead of Eq. 
(5.3), with I"';t) = exp[ - (i/h)tH] 1",;0), instead of Eq. 
(5.2). Hence, the current formalism is completely different 
from quantum kinematics, for it singles out t as a c number, 
while quantizes x, and therefore contradicts the relativistic 
requirement, even at the Newtonian level examined in this 
paper. We will come back to the issue of the time operator 
from the standpoint of quantum kinematics (which has not 
been touched in this work). 

As it stands, quantum kinematics is a general frame­
work rather than a specific theory (as it also happens with 
supersymmetry,24 for instance). It seems to be an interesting 
subject worth further research. 
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The natural role played by coherent states in the geometric quantization program is brought 
out by studying the mathematical equivalence between two physical interpretations that have 
recently been proposed for this program. These interpretations are based, respectively, on the 
modular algebra structure of prequantization, and the reproducing kernel structure of phase 
space quantization. The arguments are presented in this paper for the particular case where the 
phase space of the system considered is the cotangent bundle T * M of a homogeneous manifold 
M, and for didactic reasons, the latter is taken to be a real vector space. 

I. INTRODUCTION 

The purpose of this paper is to propose a synthesis 
between two approaches,I.2 developed separately by the 
present authors, to Schrodinger quantization. In the process 
of this synthesis, a new element will be brought to light, 
namely the central role played by coherent states in justifying 
the choice of polarizations that are made in both the modular 
algebra approach of Ref. 1, and the reproducing kernel ap­
proach of Ref. 2. We postpone to Sec. IV the discussion of 
the physical interpretation of these polarizations in terms of 
measuring processes. 

In Ref. 1, one starts by associating to the prequantiza­
tion map (see Refs. 3-5, and references cited there to the 
development issuing from the work of So uri au and Kostant) 
a representation 'Jr r of the canonical commutation rela­
tions (CCR) algebra, acting on the Koopman Hilbert space 
JY r = L 2( T*M), where Mis the configuration space of the 
system, and T * M is the cotangent bundle of M. This repre­
sentation will be written out explicitly at the beginning of 
Sec. II (where, for the sake of simplicity, we will work with 
one degree offreedom only). The transition from prequanti­
zation to the usual Schrodinger quantum theory is then 
made by giving a prescription for isolating irreducible sub­
representations of 'Jr r' This is achieved by exploiting the 
existence of atomic maximal Abelian von Neumann subalge­
bras d of 'Jr r' To each such subalgebra d is associated a 
faithful normal state rp on 'Jr r, which in fact is a vector 
state; the corresponding vector cP is both cyclic and separat­
ing for 'Jr r . A KMS structure6 is thus associated canonical­
ly to the pair {'Jr r, d} and d turns out to be the centra­
lizer of 'Jr r with respect to rp. Conversely, each normal pure 
state on d is shown to lead, in a canonical manner, to an 
irreducible subrepresentation of 'Jr r . 

In Ref. 2 one studies a representation Uo of the extended 
Galilei group G on L 2 (T *lR3

). This representation is ob­
tained by starting with a representation of the CCR algebra 
'Jr on L 2 ( T *lR3

), and then by extending it to a representa­
tion of G. A complete decomposition theory of Uo has been 

a) Permanent address: Department of Mathematics, University of Florida, 
Gainesville, Florida 32611. 

worked out in Ref. 7 (see, in particular Theorems 2.1-3.4), 
using the technique of reproducing kernel Hilbert spaces. 
Picking out from this decomposition, specific irreducible sub­
representations of Uo, corresponds again to the passage from 
prequantization to the usual SchrOdinger representation. 

II. REDUCTION THEORY AND COHERENT STATES 

We consider two Hilbert spaces 
JYr =L 2(T*R,dpdq) and JYs =L 2(R,dk), each sup­
porting a specific representation of the CCR algebra 'Jr. Let 
tft (JY r) [resp. tft (JYs )] be the group of all unitary opera­
tors on JY r (resp. JYs ). 

(i) On JY r, let 

'Jr r: (p, q)eT*R ..... 'Jr r (p, q)etft (JY r) 

be defined by 

('Jrr (p, q)'II)(p', q') 

=exp{Ulli)p(q' - q)}'II(p' - p, q' - q), (2.1) 

for all 'IIeJY r' Then 

'Jr r (PI' ql) 'Jr r (P2' q2) 

= exp{Ulli)Plq2} 'Jr r<PI + P2' ql + q2)' (2.2) 

'Jrdp,q)*=exp{Ulli)pq}'Jrr(-p, -q). (2.3) 

Upon differentiating (2.1), we define two self-adjoint opera­
tors Pr and Qr, namely 

Pr = - ili~ and Qr = q + ili~, (2.4) aq ap 
with common domain of essential self-adjointness in JY r, 
and such that 

'Jrr (p, q) = exp{ - (illi)qPr}exp{(iHi)pQr}, 

V(p, q)eT*R, (2.5) 

and 

(2.6) 

The representation 'Jr r of the CCR algebra thus defined on 
JY r is reducible, and we shall soon exhibit special operators 
on JY r that commute with all 'Jr r (p, q) [see (2.18) and 
(3.1) below]. 
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(ii) On 7t"s, let 

1Y"s: (p, q)eT*R-+ 1Y"s (p, q)eU& (7t"s) 

be defined by 

(1Y"s (D, q)W)(k) =.exp{ - (iifl)kq}W(k - p), (2.7) 

for all 'I1E7t"s. Then 1Y"s also satisfies the algebraic relations 
written as (2.2) and (2.3) for 1Y" r; upon differentiating 
(2.7), we define two self-adjoint operators Ps and Qs , name­
ly 

Ps = k and Qs = Hi~, 
ak 

(2.8) 

with common domain of essential self-adjointness in 7t"s, 
and such that 

1Y"s{P, q) = exp{ - (illi)qPjexp{(illi)pQj, 

V{P, q)eT*R, (2.9) 

and 

[Ps, Qs] = - ili/s· (2.10) 

Note that 1Y"s is irreducible. 
(iii) We next associate to every vector tE7t"s with 

lit 112 = (27rli)-1, (2.11) 
A _ 

the partial isometry Vs: 'I1E7t"s~'I1sE7t"r defined by 
A _ 

(Vs '11) (p, q) 

=. L dkexp{~ kq}t(k-P)*W(k) 

= (tp,q, W), with tp,q=. 1Y"s {p, q)t. (2.12) 

Note that 
A A A A 

VtVs = Is and Vs Vt = Ps' (2.13) 

where the explicit action of the projector Psis given by 

(Ps'l1){p,q) 

with 

= J r dp' dq' Ks (p, q;p', q')'I1(p', q'), JroR 
(2.14 ) 

We thus obtain 
A 

1Y"s{p,q) = VsWs(p,q)Vt, V(p,q)eT*R, (2.20) 

so that 1Y"s is unitarily equivalent to 1Y"s and is thus irredu­
cible. Upon differentiating (2.17) and (2.20) we obtain 

A A A A 

VtPr Vs = Ps and VtQr Vs = Qs, (2.21) 
A A 

Ps = VsPs Vt and Qs = VsQs Vt. (2.22) 

The operators 

Ps = -ili~ 
aq 

(2.23) 

have a common domain of essential self-adjointness in 7t" s ' 
on which they act irreducibly and satisfy the CCR, i.e., 

(2.24) 

A choice of tE7t"s leads thus to a sort of polarization-a 
point to which we shall return in Sec. IV. 

(iv) In line with the Koopman Hilbert space formalism 
for classical mechanics,8 we also consider the two classical 
(commuting) operators P cl and Q cl, of momentum and 
position, respectively, defined by 

(p cl 'I1)(p, q) = p'l1(p, q), 

(QcI 'I1)(p, q) = q'l1{P, q). 
(2.25) 

Note that there exists a dense domain!:!} c7t" r that can 
serve as a common domain of essential self-adjointness for 
pcl, QCI, Ps' an2 Qs ' 

For every sE7t"s such that 

(P}s=.lItll- 2J dkk lt(k)1 2
, 

(Q}s =.lIt 11- 2 ilifdk s(k)* as (k) 
ak 

are well-defined and finite, we obtain 
A - r"'" 
VtPC Vs =PS' 
A _ ........ 

VtQC Vs = Qs, 

where 

pcl=.pcl+ (P}s = Ur(s)*pcIUr(s), 
QcI=.QcI+ (Q}s = Ur(s)*QcIUr<s), 

(2.26) 

(2.27) 

(2.28) Ks (p, q;p', q') =. L dk exp{ ~ k(q - q,)} 

xt(k - p)*t(k - p'). (2.15) with 
A 

Furthermore, the partial isometry Vs intertwines the repre-
sentations 1Y"s and 1Y" r, i.e., 

A A 

1Y"r{p,q)Vs = Vs 1Y"s(p,q), V{p,q)eT*R, (2.16) 

or equivalently 
A A 

Vt1Y"r{p,q)Vs = 1Y"s{p,q), V(p,q)eT*R. (2.17) 

Together with (2.13), (2.16) implies 

[Ps' 1Y"r{p,q» =0, V(p,q)eT*R, (2.18) 
so that P s reduces 1Y" r. We denote by 7t"s the subspace 
Ps7t"r; by Vs: 7t"s --+7t"s the unitary operator obtained 

A 

from Vs; by 1Y" s the representation of the CCR algebra ob-
tained as the restriction of 1Y" r to the stable subspace 7t" s; 
by Ps and Qs the generators of 1Y"s' i.e., 

1Y"s (p, q) = exp{ - (illi)qPs } exp{(illi)p Qs}' 

V(p, q)eT*R. (2.19) 
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Ur (5) =.1Y"r «P}s' (Q}s)' 

Equivalently 

PsPClp,; = Ps and PsQClps = Qs' 

or (see already Refs. 2 and 7) 

PsPClps =Ps - (P}sIs = UsPsUt, 

PsQclps =Qs - (Q}sIs = UsQsUt, 

with 

(2.29) 

(2.30) 

(2.31 ) 

(2.32) 

The operators (2.31) satisfy the CCR, and indeed when 
(P) s = 0 = (Q) s (cf. the discussion at the end of this sec­
tion), they coincide with the reduced operators (2.23). 

Let us analyze next some special features of the subspace 
7t"s' which carries the irreducible representation 1Y"s of the 
CCR algebra. 
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(i) For each teJYs ' the set 

Y s =={ tp,ql(p, q)eT·R} (2.33 ) 

of vectors t p, qeJYs appearing in (2.12) is overcomplete, and 
constitutes a family of generalized coherent states in the 
sense of Klauder9 and Perelomov.'o For each Borel set 
11 C T ·R, let us define a positive operator 

as (11) == L dpdqltp,q)(tp,ql· (2.34) 

The set of operators as (11), for all Borel sets 11 C T ·R, then 
constitutes a positive-operator-valued (POV) measure, in 
the sense that the following measure-theoretic properties 
hold: 

as(0) =0 (where 0 denotes the null set), (2.35) 

as(~ I1j) = Las(l1j). (2.36) 
jeJ jeJ 

Moreover 

(2.37) 

In (2.36), Jis a discrete index set, 11; nl1j = 0, for i#j, and 
the convergence of the sum holds in the weak operator topol­
ogy. In view of (2.37), we call as a normalized POV mea­
sure. 

(ii) for each (p, q)eT·R, consider the vector sp·q 
eJYs cK r obtained as the image of t P. q under Vs' From 

s= vst, 

s(P, q) = (tp,qlt), (2.38) 

sP,q= 7rs(p,q)s, 

we conclude that the set 

(2.39) 

is overcomplete in K s' Moreover, on K r we have the POV 
measure 

as (11) == Vsas (11) V; 

= L dp dqlsp,q) (sP, q) I, (2.40) 

with 

as(T·R) = Ps ' (2.41) 

(iii) The action of P s on a vector \fIeJY r is given via a 
kernel Ks: T·RX T·R ..... C: 

(Ps\fl)(p,q) = r dp'dq' Ks(p,q;p',q')\fI(p',q'), JT*R 

where 

(2.42) 

(2.43) 

In particular, Ks is a reproducing kernel, since it enjoys the 
properties"·'2 

Ks(P' q;p, q) >0, (2.44) 

Ks(p,q;p',q') =Ks(p',q';p,q)·, (2.45) 

Ks(p,q;p',q') = r dp" dq" Ks(p,q;p",q") JT*R 
XKs(p", q";p', q'). (2.46) 
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Specifically, (2.46) is called the reproducing property, since 
it leads to the consequence that Ks' acting on any vector 
\fI seJYs ' reproduces the same vector, i.e., for all 
(p, q)eT·R: 

r dp' dq'Ks (p, q;p', q')\fIs (p', q') = \fI s (p, q). 
Jr*R 

(2.47) 

(iv) The existence of the reproducing kernelKs onKs 
is, in fact, an intrinsic property of the latter. This is made 
more transparent if we use (2.47) to define, for each 
(p, q)eT·R, a bounded, linear, evaluation map 
E~' q: Ks ..... C such that, for all \fI seJYs' 

Etq\fls == r dp' dq'Ks (p, q;p', q')\fIs (p', q'), (2.48) JT*R 
i.e., see (2.47), 

E~,q\fls = \fIs(p, q). (2.49) 

In fact the vectors \fI seJYs can be chosen to be continuous 
functions of (p, q) such that 

l\fIs(p,q)I«21rll)-'II\fIslI, V(p,q)eT·R. (2.50) 

In terms of E~·q and its adjoint map (E~·q)·: C ..... K s , one 
may write l2 

Ks(p, q;p', q') =E~q(Erq·)·, (2.51) 

as (11) = L dpdq(E~·q)·E~·q. (2.52) 

Thus, it is the existence of the bounded, linear evaluation 
map E~' q on K s ' for each (p, q)eT·R, which leads to the 
existence of the reproducing kernel Ks' the associated POV 
measure as' as well as the generalized coherent states S P. q; 
indeed, by (2.12), (2.38), and (2.43), 

K "!:P'q'() s (p, q; p , q ) = ~ p, q . (2.53 ) 

In its turn, the existence of E ~' q is a consequence of a simple 
measure-theoretic property of Ks' The space K r consists 
of vectors that are really equivalence classes (with respect to 
the measure dp dq) of functions [\fI], i.e., two functions \fI, 
and \fI2 belong to the same equivalence class [\fI] if and only 
if \fI,(p, q) = \fI2(P, q) almost everywhere. In each equiv­
alence class [\fI) we may choose a representative function \fI 
to denote the class. However the choice [\fI)t-+\fI cannot be 
made linear for the whole space K r. Yet on the subspace 
K s ' the restricted map [\fI s )t-+\fI s is linear. It is this associ­
ation that then defines the evaluation map E t q and hence 
the kernel Ks' Moreover, the vector S, which in view of 
(2.38)-(2.41) we call the resolution generator for K s ' is 
unique. In other words, a bounded, linear, association 
[\fI ] t-+\fI on a subspace of K r determines 7 a unique vector S 
in that subspace and a resulting reproducing kernel Ks' 
Thus with teJYs as in (2.11) and S being given by (2.38), 
the association tt-+Ks is one-to-one. 

We next see how 7r r can be completely decomposed 
into irreducible subrepresentations of the type 7r s just ana­
lyzed. For this purpose, let {tn IneZ+} be a basis in K .. 
normalized so that 

(2.54) 

To each tn we associate the reproducing kernel Hilbert 
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space Kn 3EK.. C K r, the image of K. in K r through 
~. A 

the partial isometry Vn == V,. defined in (2.12). Then [for 
instance as a consequence of Theorems (2.1) and (2.2) in 
Ref. 7], K r decomposes as the infinite direct sum 

(2.55) 

Le., K r decomposes into mutually orthogonal subspaces of 
continuous functions. Denoting by Y n the restriction of 
Y r to the stable subspace K n' we also have, for all 
(p, q)eT*R, 

Yr(p,q) = ED Yn(p,q). (2.56) 
neZ+ 

Each pair {Kn , Y,,} constitutes the GNS representation 
of the CCR algebra Y, built from the pure state qJ" on Y 
defined by 

(qJ,,; Yep, q» = 21rli(s" I Y r (p, q)S,,). (2.57) 

The arbitrariness in the choice of the basis a" IneZ + } in 
K, implies that the decomposition (2.55) and (2.56) is not 
unique. In particular, it is always possible to choose this basis 
(e.g., take the harmonic oscillator wave functions) in such a 
way that the relations (2.31) hold with 

(P),. =0= (Q),., VneZ+, (2.58) 

i.e., 

lP .. pcllP .. =P .. = -ili~, 
~. ~.~. aq 

p" Qclp" =Q" =q+ili~, 
~. ~.~. ap 

(2.59) 

each of these pairs acting irreducibly [cf. (2.20) or (2.22) ] 
in the corresponding Hilbert space K" 5K,.; moreover, 
see again (2.55) and (2.56). Note also that if we take R3 as 
our configuration space, then the rotational symmetry ex­
ploited in Ref. 7 automatically ensures (2.58), and hence 
(2.59). 

III. MODULAR ALGEBRAIC STRUCTURES 

The analysis of Y r in Ref. 1 is based upon the observa­
tion that K r supports a second representation of the CCR, 
generated by the operators 

A a A a 
P= -ili--p and Q=iIi-. (3.1) 

aq ap 
A A 

Since both P and Q commute with the generators P r and Qr 
[cf. (2.4) ] of Y r, they generate an algebra that lies in Y r , 
the commutant of Yr' An application of the Tomita-Take­
saki theory of modular algebras6 to an analysis of Y r then 

A A 

shows that P and Q do, in fact, generate Yr' We briefty 
review the aspects of the Tomita-Takesaki theory that are 
relevant to our analysis. 

(i) If 4> is a cyclic (Le., [Y r 4>] = K r ) and separat­
ing (i.e., A4> = 0 and AeY r imply A = 0) vector for Y r, 
then the antilinear map 

S",: W~eYr~CKrI-+W*4>eYr4>cKr (3.2) 

is closable. Its closure, which we again denote by S"" has the 
polar decomposition 

(3.3) 

2939 J. Math. Phys., Vol. 27, No. 12, December 1986 

where J", is an antiunitary operator satisfying 

J~=I, J",4>=~, (3.4) 

and A", is a self-adjoint operator. Moreover, the map 
WI-+J", WJ", is an antilinear isomorphism from Y r onto 

A A 

Yr' It is this property that leads to the presence of P and Q. 
(ii) The faithful normal state qJ on Y r defined, with ~ 

as in (i), by 

(qJ; W) = (~I W~), VWe?rr, (3.5) 

is a KMS state for the one-parameter group of evolution 
I t--+a", (t) on ?r r, 

Wt--+a", (/)[ W] = A.; itltlWA~/tI (3.6) 

(for further details and the analyticity properties of a"" refer 
to Ref. 1 for the particular case studied here, and to Ref. 6 for 
the general theory). 

(iii) Defining the centralizer .../I 'P of ?r r' with respect 
to qJ, as the von Neumann algebra 

.../I",=={AeYrl(qJ; [A, W]) =0, VWeYr }, (3.7) 

one has, in addition, 

.../I", = {AeY ria", (t}[A ] = A, VIeR}. (3.8) 

The analysis in Ref. 1 then establishes that every faithful 
normal state qJ on Y r is a vector state, in the sense of (3.5), 
with the corresponding vector 4> being cyclic and separating 
for ?r r. Additionally, whenever qJ is nondegenerate the 
centralizer .../I", is a maximal Abelian, atomic l3 von Neu­
mann subalgebra of Yr. Conversely, every maximal Abe­
lian, atomic von Neumann subalgebra of Y r is the centra­
lizer of a faithful, normal, nondegenerate state, and thus is 
obtained from a cyclic and separating vector. 

Irreducible subrepresentations of Y r are then ob­
tained in Ref. 1 by using normal pure states on such maximal 
Abelian, atomic subalgebras. The decomposition theory of 
?r r hence reduces to the problem of isolating the maximal 
Abelian, atomic von Neumann subalgebras of Y r or, what 
amounts to the same thing, the faithful, normal, nondegen­
erate states on Yr' The existence of several such states 
leads, in this scheme, to the nonuniqueness of the decompo­
sition of ?r r into irreducible representations. Equivalently, 
the non uniqueness of the decomposition reftects the exis­
tence of different evolutions (3.6) with their attendant KMS 
structures. 

We now make explicit the link between this modular 
algebraic analysis of Y r and the analysis made in Sec. II, 
where reproducing kernels played a central role. 

Let us fix a decomposition of Y r according to (2.55) 
and (2.56), i.e., let us choose a basis 

(3.9) 

satisfying (2.54); we consider the corresponding orthogonal 
set 

(3.10) 

For each neZ+, Sn is a resolution generator for the subspace 
K",and 

(3.11 ) 
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We fix, in addition, a sequence 

{An IneZ+} CR 

such that An >0, 'tIneZ+, 

An ;i:Am , whenever n ;i:m, 

We finally construct in JY r the vectors 

4> = (21rli) 1/2 L A !12Sn' 
neZ+ 

= (21rli) 1/2 ) A !12s ~,q. 
n:t+ 

The following picture now emerges. 

(3.12) 

(3.13) 

(3.14 ) 

(i) cI> is a cyclic and separating vector for 'fr r, and 

(tp; 'frr(p,q» = (4)I'frr (p,q)cI>) (3.15) 
is a faithful, normal, nondegenerate state on 'fr r ' 

(ii) From the discussion of the modular algebraic struc­
ture of 'fr r in Ref. 1, as outlined above, it follows that every 
faithful normal, nondegenerate state tp on 'fr r can be ob­
tained from the following prescription: find a basis (3.9) 
satisfying (2.54); construct the resolution generators 
SneKn using (3.10) and (2.38); and define cI> and tp as in 
~ 3.13) and. (3.15) .. In this connection, we note also that if P'l' 
IS the density matnx on JYs , for which 

(tp; 'fr r (p, q» = Tr{p'l' 'frs (p, q)}, (3.16) 

then 

( 3.17) 

(iii) Corresponding to a given cI>, the von Neumann 
algebra vII'I' C 'fr r generated by the projectors 

Pn = (21rli)ISnHSnl (3.18) 

is atomic and maximal Abelian, and it is the centralizer of 
'fr r with respect to tp. Thus, the nonuniqueness of the de­
composition (2.55) and (2.56) (and hence ofthe choice of 
polarization) is due to the availability of different atomic, 
maximal Abelian von Neum~n subalgebras of 'fr r. Con­
versely, in view of Proposition 3 in Ref. 1, each atomic, maxi­
mal Abelian von Neumann subalgebra of 'fr r determines a 
decomposition ofthe type (2.55) and (2.56). It also follows 
from this proposition that every irreducible subrepresenta­
tion of 'fr r is of the type 'frs' i.e., is obtained [cf. (2.18)­
(2.20) ] as the restriction of 'fr r to a stable subspace of the 
type JY s' which is thus a reproducing kernel Hilbert space in 
JYr · 

(iv) ThemappingS<I> in (3.2) and (3.3) can be explicit-
ly computed in the context of the decomposition of 'fr 
given by an IneZ+} and cI>. Indeed, the s;t 
{<I>I" ql (p, q)ET*R}, with <1>1" q defined in (3.14), is total in 
JY r, and since 

S<I> 'fr r (p, q)4> = 'fr r (p, q)*4>, 

we obtain, for every (p, q)ET*R, 

S<I><I>I',q = exp{Ulli)pq} 4>-P' -q, 
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(3.19) 

(3.20) 

and, for every pair {(p, q), (p', q')}ET*RX T*R 

(<1>1", q'IS:' <1>1" q) = exp{ (illi)p'q'}(4> - p', - q'l<I>I" 9), 
(3.21) 

so that the closability of S<I> is transparent in the particular 
case at hand. We note, next, that for each meZ+ the set of 
vectors 

(3.22) 

forms a basis in JY m' with 

(SmkISm/) = (21rli)-It5kl · (3.23) 

Also, as vectors in JY m 

Smn(p,q) = (t~qltn) 
=exp{Ulli)pq}snm(-p, -q)*. (3.24) 

Using these preliminary results, one computes 

J<I>Smn = Snm' 'tin, meZ+, (3.25) 

and for all 'IIeK r , 

(J<I> 'II) (p, q) = exp{Ulli)pq}'II( - p, - q)*. (3.26) 

Furthermore 

t:..<I>Snm = AnA;; ISnm' (3.27) 

andJ<I> tra~sform)theoperatorsPr andQr in (2.4) into the 
operators P and Q in (3.1); specifically 

. a A. 

J<I>PrJ<I> = -di-aq-P=P, 

. a A. (3.28) 
J<I>QrJ<I> =lli-=Q, ap 

to be compared with 

J<I>'frrJ<I> = 'fr~. (3.29) 

Note that the commutation relations satisfied by P and Q, 
namely 

A. A. 

[P, Q ] = + iliIr (3.30) 

differ by a sign from the CCR in (2.6), as is to be expected 
from the fact that J <I> is an (involutive) antiunitary operator. 
This makes explicit the remark opening this section. 

IV. GEOMETRIC QUANTIZATION REVISITED 

In view of the analysis carried out in the previous two 
sections, the geometric quantization program can be de­
scribed as follows. 

(i) The pri~ary object of the theory is the configuration 
space manifold M. In this paper, M was taken to be a vector 
space; this circumstance does simplify the presentation of 
the arguments; these, however, extend to the case where M is 
a homogeneous manifold, see, e.g., Ref. 14 for the setting of 
the problem in this more general framework. Furthermore, 
the quantization procedure outlined in (iv) below general­
izes as well to situations where r is not necessarily a cotan­
gent bundle, see, e.g., Ref. 2. The cotangent bundle 
r = T*M equipped with its canonical symplectic form w, 
and the associated Poisson bracket { .. " ... }, supports the 
Hamiltonian formulation of classical mechanics. In particu­
lar, the elements of the C *-algebra Coo (n, of complex, 
bounded, infinitely differentiable functions on r, are inter­
preted as the classical observables ofthe theory. 
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(ii) The space T*Mis naturally equipped with a mea­
sure v, so that H r = L 2 ( T * M, dv) is a canonical object of 
the theory, which Koopman8 already took as the starting 
point of his Hilbert space formulati9n of classical Hamilto­
nian mechanics. This space is also taken as the starting point 
for the quantization procedures discussed in this paper. 

(iii) In addition to the Abelian involutive algebra struc­
ture defined on C"" (n by pointwise addition, multiplica­
tion, and complex conjugation, the Poisson bracket equips 
C"" (r) with a Lie structure. This structure is captured in 
the composition laws of transformations of H r , defining the 
prequantizati<ln map,3-5 that associates to every leC"" (r), 
the first-order differential operator 

P(j) = - ih tv XI + j, ( 4.1) 

where V denotes the covariant derivative, and Xf is the vec­
tor field canonically associated to I by the symplectic form 
(()on T*M: 

(4.2) 

The remarkable property of the prequantization map is that 
it satisfies the following requirements of the Dirac problem: 

tJl (al + Pg) = atJl (I) + Pfl1 (g), 

tJl(l) =Ir , 

tJl({j,g}) = [tJl(/), fl1(g)]lili, 

(4.3) 

(4.4) 

(4.5) 

for allj, geC"" (n, and all a, pee. In (4.4), I denotes the 
constant function with value leR, and I r denotes the identi­
ty operator on K r; in (4.5), {j, g} is the Poisson bracket 
between/andg, and [A,B] is the commutator AB-BA of the 
operators A, B on K r' However, in contradiction with the 
operators p. and Q. [cf. (2.8)] of the usual SchrOdinger 
formulation of quantum mechanics the operators tJl (p) and 
fl1 (q) lobtained by natural extension of (4.1)] do not gen­
erate an irreducible algebra; it is in fact impossible (see, for 
example, Ref. 14 for a streamlined proof) to find a map that 
would satisfy this last requirement, together with (4.3)­
(4.5). Moreover, the usual (Jordan) algebra structure of 
C"" (r), provided by the composition law I' g, given by 
pointwise multiplication, does not carry over to the ordinary 
composition of transformations of K r : the composition of 
two first-order differential operators is not, usually, a first­
order differential operator! This is precisely where the Hil­
bert space formulations of classical and quantum mechanics 
differ, and it is also where our quantization procedure differs 
from the usual geometric quantization procedure: we focus 
on the operators Pr = fl1(p) and Qr = fl1(q), which 
satisfy (2.4) and (2.6)/(4.5), and we define from them, us­
ing the usual composition laws of transformations on K r , 
the Weyl algebra 

'Ir r ={'Ir r (p, q) I (p, q)eT*R}", 

with 'Ir r (p, q) defined in (2.1). Note that 'Ir r is isomor­
phic, as a von Neumann algebra, to 

'Ir. = {'Irs (p, q) I (p, q)eT*R}" 

with 'Irs (p, q) defined in (2.7); we denote the abstract W*­
algebra 'Ir r "'" 'Irs by 'Ir. Consequently, Illl. predictions 
made from a formalism that takes 'Ir r as its basic object will 
be the same as those made from the usual SchrOdinger repre-
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sentation 'Ir. of the CCR. The question therefore is to deter­
mine whether the choice of 'Ir. rather than 'Ir r is only a 
historical accident, or whether 'Irs can be selected out on 
physical grounds. Mathematically, 'Ir r and 'Ir. are both 
obtained as GNS representations of the CCR; 'Ir r' how­
ever, arises from faithful normal states on 'Ir, while 'Ir. 
arises from pure normal states on this W*-algebta of quan­
tum observables. PhysicaIiy, rather than giving a prescrip­
tion to extract 'Ir. from fl1(C"" (n), we choose to give a 
prescription to extract 'Ir. from 'Ir r, the latter being ob­
tained from fl1 (C"" (r») as just indicated. We further show 
[cf. (2.27)-(2.32)] how the resulting operators p. and Q. 
are linked to the Koopman operators P cI and Q cl. 

(iv) The quantization procedure that emerges, and that 
we consider to be a reinterpretation of the geometric quanti­
zation program, will be shown to provide a way to discrimi­
nate between various "correspondence principles"-or "or­
dering rules" -on a physical basis, namely quantum 
measurement processes. It is first to be described mathemat­
ically as follows. 

(a) Realize the classical algebra of observables C"" (r) 
as multiplication operatorsjcl on K r, 

(jcl'V)(p, q) =/(p, q)'V(p, q), (4.6) 

for every leC"" (r) and all 'VeJr'r' 
(b) Identify, in K r, a reproducing kernel Hilbert sub­

spaceKK = PKKr (denoted Ks in Sec. II), with kernel 
K and projector P K' and having the further property that 
K (t, t ') is separately continuous in t and t ' eT * M. 

(c) Quantize, using the linear map 

171: jeC""(n~iK =PJ'c1PKe2"'(KK)' (4.7) 

Associated to KK' there is a POV measure OK' defined on 
the Borel sets 1l. of r, and it can be shown2 that 

(4.8) 

From the general theory of reproducing kernels,9-12 it fol­
lows that the set of vectors 

Y K ={SkeJr'Klter, sk(t') =K(t', t)} (4.9) 

[cf. (2.53)] is overcomplete in K K, and, in fact, 

OK(1l.) = i dv(t)lsk)<skl· (4.10) 

We call the vectors S keY K generalized coherent states, and 
indeed, as noted earlier, in the case at hand, vectors of the 
type (2.38), which enterinto the definition (2.43) ofKs ' are 
coherent states in the sense of Klauder9 and Perelomov. lo 

Since the resolution generator S in (2.38) determines all the 
coherent states sp, q, we denote the kernel by Ks in this case, 
and see now clearly the crucial role played by the coherent 
states in the quantization procedure. Indeed a choice of K 
amounts to a choice of S, and hence to a determination of the 
family of coherent states Y K, and vice versa. 

We further want to draw attention to the following addi­
tional features of the quantization procedure outlined in 
(a)-(c) above. First [cf. (2.31)], 

[171 (p), 171 (q)] = - ili171 (l) , 

with 171(1) =IK , (4.11) 
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where I K is the identity operator on K K; in the above 
expression, the domain of 171 has been straightforwardly ex­
tended beyond Coo (n using (4.8). Second, going back to 
the classical operators P cl and Q cl [in (2.25)] and to the 
prequantized operators Pr and Qr [in (2.4)], when the 
reproducing kernel K, with generator 5, is chosen (cf. the 
discussion at the end of Sec. II) so that (P) 5 = 0 = (Q ) 5' 
we have 

(4.12) 

This demonstrates explicitly the sense in which a choice of K 
implies a choice of polarization. 

(v) A last comment on the physical implication of the 
choice of the generator 5 of K, and hence of the polarization, 
ought to be made here. For an arbitrary classical observable 
f, its quantized form P 5 rips involves a specific ordering of 
the operators Ps and Qs ' To see this more clearly (cf. Ref. 2 
for a detailed discussion, for the realization of specific order­
ings by "closed form" integral transforms, and for references 
to the extensive literature on the ordering problem), letf be 
a finite-degree polynomial 

(4.13 ) 
m,n 

where Cmn are constants. Then 

(4.14) 
m,n 

where [cf. (4.8)] 

Gt"(Ps' Qs) = t pmq" das(p, q), (4.15 ) 

is a polynomial of highest degree m in P 5 and n in Qs ' The 
~der in which the operators Ps and Qs appear in 
G t "(Ps' Qs) depends on the POV measure as' and hence 
on the resolution generator 5, For instance, if 5 is taken to be 
the ground state wave function of the harmonic oscillator, 
then the quantized operators (4.14) are antinormally or­
dered, i.e., each monomial of the form 

(z*)mz" with z = (21i)-lf2(q + ip) (4.16) 

is mapped to the operator monomial 

(a*)m a" with a = (Ui) -lf2(Qs + iPs)' ( 4.17) 

As a further observation, we point out that a specific 
ordering is a reftection of the measuring apparatus used in a 
joint determination of position and momentum of the phys­
ical system. If the wave function of the state of the system is 
\{Ise7t"s' then2 

L dpl\{ls(p,q)1 2 = L dq'Xq(q')I~(q'W (4.18) 

and 

( 4.19) 

where iii = V 5- l\{lse7t"s, iii is its Fourier transform, and 

Xq (q') = Xo(q' - q) = Ii-llt(q' - q) 12, (4.20) 

Xp(P') =Xo(P' -p) =Ii-llt(p' _p)1 2
, (4.21) 

A -5 being the Fourier transform of 5e7t"s. These equations 
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show that if we interpret 1 \{Is (p, q) 12 as the joint probability 
density for locating the system at the point (p, q)er, our 
apparatus allows us to measure it only up to an imprecision 
given by the probability distribution XP in momentum, and 
the probability distribution X q in position. Furthermore, 
consistent with the uncertainty principle, the product of the 
standard deviations satisfies 

(4.22) 

In the equivalent quantization procedure, as it now 
emerges from Ref. 1, the above discussion translates into the 
statement that the choice of a maximal Abelian, atomic von 
Neumann subalgebra .!if of ?r r corresponds to the choice 
of a class of orderings, one for each 5" appearing in (3.13). 
Choosing a specific 5" (see Proposition 3 in Ref. 1) to get 
one irreducible subrepresentation·?r" , from the decomposi­
tion of ?r r associated to .!if, amounts then to selecting one 
specific ordering, and thus one specific classical measuring 
apparatus. Note that if the system has been prepared in a 
faithful, normal, nondegenerate state rp, then the choice of 
the maximal Abelian, atomic von Neumann subalgebra .!if 
of ?r is uniquely determined by the requirement that 
rp:;' = rp, where rp:;' is the state obtained from rp by the 
finest partitioning compatible with .!if, defined in accor­
dance with Ref. 15 by 

(4.23) 

with 

) (rp; F" WF" ) 
A" == (rp; F" , rp,,: We?r f--+ ( ) eC, 

rp;F" 
(4.24) 

and {F" IneZ+} is the partition of the unit Ie?r into mini­
mal projectors (i.e., atoms) of .!if. Indeed, the requirement 
rp:;' = rp isequivalentl6 tohaving.!if =.L tp' the centralizer 
of ?r with respect to rp defined in (3.7). As opposed to a von 
Neumann reduction rp ..... rp:;., a measurement is the subse­
quent filtering out of all but one rp", or equivalently one F", 
and thus here one 5 n' Hence, the polarization is indeed de­
termined by the physical situation at hand. 
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The H-atom Green's function is calculated in an n-dimensional Euclidean space, following the 
Feynman Lagrangian formulation. The use of generalized polar coordinates allows the 
expansion of the propagator into partial propagators, and the separation of the angular and 
radial variables. The angular part is shown to be a generalized Legendre polynomial while the 
radial part may be transformed in that of the harmonic oscillator. The H-atom spectrum is 
given by the poles of the Green's function. 

I. INTRODUCTION 

The Feynman functional integrals are used to obtain the 
Green's function of an H-atom in an Euclidean space having 
dimensionn =p + 2 (n>2). Within ann-dimensional polar 
coordinate system, we first split the propagator into partial 
propagators, in order to separate the radial part from the 
angular one. The angular part merely is a generalization of 
the Legendre polynomials, and by means of a variable 
change, the radial part can be reduced into that of the har­
monic oscillator in a centrifugal potential. The H -atom spec­
trum is obtained from the poles of the Green's function. The 
case n = 1 is deduced from the general case. The present 
paper gives, to the best of our knowledge, the first path inte­
gral derivation of the n-dimensional Coulomb Green's func­
tion. 

coordinates (r,8,tjJ(I), ... ,tjJ(P», by means of the following 
transformation: 

x(1)=rcos8, 

X(2) = r sin 8 cos tjJ(I) , 

X(3) = r sin 8 sin tjJ(I) cos tjJ(2) , 

x(P+ I) = r sin 8 sin tjJ(1) sin tjJ(2) .. . sin tjJ(P-1) cos tjJ(P) , 

X(p+2) = rsin 8sintjJ(1) sintjJ(2)·· 'sintjJ(P-I) sintjJ(P), 

with 

O<r< 00, 0<8<1T, 

O<tjJ(i)<1T, i = 1,2, ... ,p - 1, 0<tjJ(P)<21T, 

and 

r= ~f~tX(i)2. 

(1) 

II. PARTIAL PROPAGATOR DECOMPOSITION OF THE 
n-DIMENSIONAL PROPAGATOR OF A CENTRAL 
POTENTIAL V(r)= -air 

It is readily shown that the Jacobian of this transformation is 

J = a(x( I) ,x (2) , ... ,x(p + 2» 

a(r,8,tjJ(I) , ... ,tjJ(P» Consider a particle, having the mass m, and moving in 
an n-dimensional Euclidean space, in an n-dimensional cen­
tral potential VCr) = - air, where r stands for the n-di­
mensional radius. Let n = p + 2>2. The Cartesian coordi­
nates (x(\) ,x(2) , ... ,x(P + 2», are related to the polar I 

= r P+ 1 siry' 8 sinP- 1 tjJ(1) sinP- 2 tjJ(2) .. . sin tjJ(p-l) . 

In Feynman's Lagrangian formulation, the kernel is given, 
in Cartesian coordinates, by the following path integral 1 : 

= lim (~)N(P+212) J Ntf dx?) dxY)" 'dX?+2) exp {..!.... f !!!.. [(xJI) -XJ~I)2 
N-oo 2,1T'fz£ j= 1 Ii j= 1 2E 

+ (xY) -XJ:!I)2 + ... + (XJp+2) _XJ~12»2] - EV(rj )} . 

In polar coordinates, this propagator is written as follows: 

( 
m )N(P + 2)/2 J N - I 

K(rf,r;;n= lim -.- II (drjr!+I)(d8jsinP8j)(dtjJ?)sinP-ItjJ?» 
N~ 00 2,1T'fz£ j = I 

2944 

X (dtjJy) sinP - 2 tjJY»· .. (dtjJ? - \) sin(p - l)tjJj) (dtjJ?» 

xexp {..!.... f [m (1+1-1 -2rj rj _ 1 cosej,j_I)] -EV(rj )}, 
Ii j= I 2E 
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where 

rf=r{tf) = (rf,Of,tfJ?), ... ,tfJY'», rj =r(tj) = (ro Oo tfJ}I),···,tfJ}P», 

Yj = y(tj)' y = (r,O,tfJ(l),···,tfJ(P», T= NE = N(tj - tj _ I ) = tf - tj , 

and 

rj'rj _ 1 0 0 . 0 . 0 (I) cos 9 j,j_1 = = cos j cos j_1 + SID j SID j_1 cos YJ,j-1 , 
rj'rj _ 1 

cos Y~I'> = cos ..1.(1) cos ..I.~I) + sin ..I.~I) sin ..I.~I) cos y~2'> J,J - I 'PJ 'PJ - I 'PJ 'PJ - I J,J - I , 

(3) 

cos Y(r] = cos ..I.(r) cos ..I.~') + sin ..I.~r) sin ..I.~') cos Y~'+ I) J,J-I 'PJ 'PJ-I 'PJ 'PJ-I J,J-I , 
(1<r<p - 2), 

cos Y(p-I) = cos ..I.(p-I) cos ..I.~p-I) + sin ..I.~p-I) sin ..I.~p-I) cos(..I.(p) - ..I.(p) ). J,J - I 'PJ 'PJ - I 'PJ 'PJ 'PJ 'PJ - I 
However, this expression (2) is not suitable for integrating, because of the occurrence of the mixed term 
- (illi) (mIE)rjrj _ 1 cos 9 j,j_1 in the action. However, by means of the formula2

,3 

00 

exp(u cos 9) = (2Iu)'T(v) 2: (I+v)II+,,(u)Ci(cos9), v#O,-1,-2, ... , 
1=0 

where the II + " (u) are the modified Bessel functions4 and the C i (cos 9) are the Gegenbauer polynomials5 that generalize the 
Legendre polynomials, the expression (2) is split into a radial part and an angular part: 

xexp{~ f [m (rJ + rJ-I) - EV(rj )]} IT I~+,,(_m....::r~....::rJ_' __ I)( 2iIiE )" 
Ii j=1 2E j=1 l'IiE mrjrj _ 1 

X f X( (dOj sinPOj ) (dtfJJI) sinp- I tfJpl) ... (dtfJY-1) sin tfJY-I)dtfJY) j61 r(v) (lj + v)C~(cos 9 j,j_I) • 

(4) 
Let 

_ _ (n'(n + v)22"-1 )112 
C~(cos9J,j_I) =r(v)(n+v)C~(cos9j,j_I) ,C~(cosa) = . r(v)C~(cosa), 

1Tr(2v + n) 
In order to integrate over the angular part, we give to v the fixed value p12, and we separate all the 
OJ,tfJJI), ... ,tfJY- 2) ,tfJY- I) ,tfJjP) integrals, by applying the addition theorem6 to the relation (3): 
-p12 C n (cos 9 j ,j_ t> 

n k( 

= 211"·,",,/2 2: 2: 
k( =0 k 2 =0 

X cP12+k(cos O.)CPI2+k(COS O. )C(P-ll/2+k2(COS ..1.(1» 
n - k( J n - k( J - 1 k( - k2 'PJ 

The orthogonality of the C;;' functions, an(f of the spherical harmonics Yi(O), 

L' dasin2"aC~(cosa)C;;'(cosa) =~n,m' f Yi·(O)Y~'(O)dO=~II'~mm" 
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allow us to calculate the angular part of the propagator (4): 

f
N-I N N 

II (dO.si!Y'O.)(dl-(I)sinP-I.I.!ll)···dfl. IICPI2(cose. )=(21T1T"/2)N-Icpl2(cose )B lIB 
. J J 'f'J 'f'J J . I) }.) - I I O.N 1,1, Ii'~ _, ' 
J=I )=1 j=2 

with eO•N = (r o,r N) = (r I ,r I)' The propagator (4) is then expanded into partial kernels: 

K( T) ~ K ( T) (2/+n-2) r(n 1)C n/2 - 1 e r/,rl ; = £.. I rl,rl ; - - I (cos I I) , 
1=0 4(1T)n/2 2 . 

(5) 

where 

( 
m )N<P + 2)/2 f N - I 

K (r r.·T) = lim -- (2P+ 11T)N II dr. r!'+ I 
I I'" 2 '.-1:_ J J N-oo 17fT"' j= I 

l N ( ifl£1T )112 (mr.r. I)] [i N (m )] X II I/+pI2 ~J- exp-I -(rJ+rJ_I)-EV(rj ) . 
·=1 2mrj rj _ 1 Ifl£ li j =12E 

(6) 

The radial part in Eq. (6) can be simplified further, by taking into account the asymptotic behavior7 of the modified Bessel 
functions: 

I v (.!!..)..... (_E )! exp {.!!.. - ~ ~(v - ~)} . 
E £-0 21TU E 2 U 4 

This radial part becomes 

KI (r"rl;T) 

( 1 )<P+lll2 (m )NI2fN-I {i N [m filE (( p)2 1) ]} = - lim -. - II drj exp - I -(rj - rj _ I )2 - 1 + - - - - EV(rj ) 
rlrl N-oo 2z1T'li£ j= I Ii j= I 2E 2mrj rj _ I 2 4 

= (_1 )<n-ll/2f ~r(t) exp{i..-LT {m r _ ~((I +!!... _1)2 _~) + ~}dt}. 
rlrj Ii 0 2 2mr 2 4 r 

(7) 

III. GREEN'S FUNCTION FOR THE COULOMB POTENTIAL 

In order to calculate the radial part (7), we make use of the transformation (r,t) ..... (u,s) defined as follows: 

2 dt 2 r=u, -=4u (s). (8) 
ds 

Then, by discretizing, 

rj =uJ rj _ 1 =UJ-I' E=tj -tj _ 1 =4(sj -Sj_I)UjUj _ 1 =4uj uj uj _ l • 

The measure is then 

(~)NI2 IT drj = (~)NI2 Nil (2uj duj ) = (~)NI2 1 1/2 IT (4uj Uj _ 1 )1/2 Nif dUj 
211T'li£ j = I 211T'li£ j = I 211T'li£ ( 4uN uo) j = I j = I 

1 N ( m )1/2 N - I 
= 1/2 II -- II duj • 

(4uN uO) j= I 2i1rftqj j= I 
(9a) 

In the same way, the action S, when expanded around the mean position of the time interval U,j - 1], is equal to 

S(j,j - 1) = m (rj _ rj _ I )2 _ E[ fil ((I +!!... _ 1)2 -~) + V(i'j)] 
2E 2m~~_1 2 4 

=!!!....~AUJ-Uj[ fil_2 «2/+n-2)2-1)-4a] 
luj UjUj _ 1 2muj 

m 2 [fil 2 ] m Au; =-2 AUj - uj ~2 -2 (21 + n - 2) - 1) - 4a + -8 ----=-2"' 
Uj mUj uj uj 

(9b) 

where 

xj =(xj +xj _ I )/2, A.x=xj-xj _ l • 

We introduce the energy E by means of the Green's function (Fourier transformed of the propagator): 

Loo (iET) ~ r(n/2 - 1)(21 + n - 2) cn12-1 e G(r"rj;E) = dTexp -- K(r"rj;T) = £.. GI(rl,r/;E) 12 I (cos 1./)' 
o Ii 1=0 ~ 

(10) 

where the radial part GI is obtained by using the identity 
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4U/Uf fO ds' 8( T - 4 E' ds U2(S») = 1 , 

and the Mc Laughlin-Schulman procedure,8 which allows us to replace the term (mI8uj ) auf lu] in Eq. (9b) by a pure 
quantum correction ( - 3filuj I8m): 

GI(r/,r;;E) = GI (u;,u7;E) = 2n_3/2loo ds'e;4aSlfI PE(uf,u;;s')ds' , 
(UjU;) 0 

(11 ) 

with 

PE(u/,u/;S') = f .@u(s)exp {~ E'dS[ m:2 
- 2:u2(21 + n - 2)2 - !) + 4Eu

2
]} . (12) 

If we change 21 + n - 2 into A. ' + v'/2 - 1, then PE (uf,u/;S') represents, except for the missing factor (1lufu;)(V-I)/2, the 
radial kemel9 of the harmonic oscillator, having the angular momentum A. " in a v' -dimensional space. After integrating 
PE (u/,u/;S'), 10 Eq. (11) becomes 

2 2 2 m(J) Loo 
, e;4as'lfI ( m(J)UfU/) {im(J) 2 2 , } GI(u/,u;;E) = . ds. 121 + n- 2 .. exp--(uj+u;)cot«(J)s) • 

(UfU;)R - 2 Iii 0 SIn «(J)s') Iii SIn«(J)s') 21i 
(13) 

where ~m(J)2 = - 4E. 
Let (J) = 2illk 1m, p' = - iamlfilk. Then, with the help of the formula ll 

l
oo dqe-2P'qe-O/2)(x+Y)cothqI (Xy)1/2)= r(p'+r+p M ' (x)W ' (y) 

o sinhq 2,. sinhq (xy)1/2r(2r+ 1) -p,r -p,r' 

whereM _ p',r (x) and W _ p',r (y) are Whittaker functions 12, the expression ( 13) can also be integrated, and the n-dimensional 
H-atom Green's function is written as follows: 

G( ;E) - m ( )(I-n)/2 Loo 
r(/+n/2-!+p') M ( 2'k) rfr. -- r.rf - 'I 12 I - I r· 

, I Ilk I 1=0 r(21 + n _ 1) -p, +n - I 

x W ( -2'k ) (2/+n-2)r(n/2-1)c(nI2)_I( a) 
- p',l + nl2 - I I rf 41T"/2 I cos ;,f (14a) 

The poles of the Euler function r(l + n/2 - ! + p'),1 + n/2 - ! + p' = - n l , with n l = 0,1,2, .. , (X) , determine the n-dimen­
sional H-atom spectrum: 

E ~~1 = - a 2m/2fil(n' + n/2 - V2 
, 

where 

n' = nl + I + 1 = 1+ 1,1 + 2, ... , (X) • (14b) 

The expressions (14a) and (14b) generalize the results obtained in Ref. 13. It should be noted that Green's function (10)­
( 13) can be put into compact form. 

First case (n = 2) : With the help of the formulas 14 

lim r(A.)C~ (cos ¢) = (2/n) cos n¢, cg (cos ¢) = 1 , 
.<-0 

00 

= Jo(z) +2 L (- )mJ2m(z)cos(2m¢) (v=O), 
m= I 

Eq. (14a) leads to 

m -1/2 +00 r(lml+p'+P . . /m(fJrfJ,) 
G(rf,r;;E) = - (r;rf ) L M _ p',lml ( - 2Ikr;) W _ p',lml ( - 21krf )---Ilk m= - 00 r(21ml + 1) 211' 

Of-O; = (rf,r/) andrf>r;. 

The Green's function can then be written as follows: 

- im loo e -Zp'q+ Ik('f+ ,,)cothq [ 2k(r;rf) 1/2 (ai,/)] 
G(rf,r/;E) = -- dq cos cos -- . 

1TIi 0 sinh q sinh q 2 
Second case (n>3): The use of the formulas 15 

(15) 
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allows the Green's function to be put, in this case, into the following form: 

G(rf'r/;E) = ( - on - I : (rfr/) (1/4)(3 - n)k (n - 1)/2 [ COS (O~f ) r3 

- n)/222 - n 

X1r(I-n)/2i"" d exp{-2p'q+ik(rf +r/)cothq} J _ (2k(rf r/)1/2 COS(O;./)). (16) 
q ( . h ) (n + 1)/2 (n 3/2) • h 2 o smq smq 

Since J -1/2 (z) = [2/1TZj1/2 cos z, it can be seen that the expression (15) is included in (16). 
The n-dimensional H-atom Green's function (16) (n>2) is a generalization ofthe cases where n = 2 and n = 3, corre­

sponding to the Levi-Civita and Kustaanheimo-Stiefel transformations. 16,17 In the case n = 1, the Green's function may be 
obtained from Eq. (16) (0;r-+21r) 

2m i"" dq (-2k(xx.)1/2) 
G(xf,x/;E) = - -(XfXi ) 1/2 ~xp{ - 2p'q + ik(Xf + Xi )coth q}J _I • f , . 

Ii 0 smhq smhq 

Since 

then 

G(xf,x;;E) = (m/Iik)r(p' + I)M -p',112 (- 2ikxi ) W_ p', 112 (- 2ikxf ) , 

with xf >X;. This result was already obtained in Ref. 18, by 
standard wave mechanics. This one-dimensional Coulomb 
problem may have degenerate levels. 19 Furthermore, it is 
easy to show, by using the identity20 

(~)m(Iv(Z»)= Iv+m(z) , 
zdz Zv zv+m 

thatthe Green's function (16) of the H-atom in an n-dimen­
sional Euclidean space, is connected with the (n - 2)-di­
mensional Green's function, by 

where X = rf + r/ and y = Irf - r/ I. This relation was al­
ready given by Hostler.9 

IV. CONCLUSION 

The n-dimensional H-atom Green's function has been 
obtained as an expansion in partial Green's function (14a) 
and in a compact form (16), in the fUnctional integral for­
malism. To our knowledge this is the first functional deriva­
tion of this n-dimensional Coulomb Green's function. The 
known results of the hydrogenic literature are recovered, in 
the case n = 1 (Schrooinger formulation I8

), in the cases 
n = 2,3 (Schrodinger and path integral 13

,16 formalisms, or 
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'phase space formalism 17), and in the general n-dimensional 
case (SchrOdinger formulation9

). 

'R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path Integrals 
(McGraw-Hili, New York, 1965), p. 33, Eq. (2-22). 

21. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series and Products 
(Academic, New York, 1965), p. 980, Eq. (8-534). 

'H. Bateman, Higher Transcendental Functions, (McGraw-Hili, New 
York, 1953), Vol. 2, p. 98, Eq. (I). 

'E. Whittaker and G. Watson, A Course of Modern Analysis (Cambridge 
U.P., Cambridge, 1952), p. 355. 

sG. N. Watson, A Treatise on the Theory of Bessel Functions (Cambridge 
U.P., Cambridge, 1966), p. 77; Ref. 2, pp. 1029-31. 

"Reference 3, p. 178, Eq. (34). 
7Reference 2, p. 961, Eq. (8-41). 
"D. McLaughlin and L. S. Schulman, J. Math. Phys. 12,2520 (1971). 
9S. M. Blinder,J. Math. Phys. 25, 905 (1984); L. C. Hostler,J. Math. Phys. 
11,2966 (1970); D. Bergmann and Y. Frishman, J. Math. Phys. 6, 1855, 
(1985); A. Giovannini and T. Tonietti, Nuovo Cimento A 54, I (1968). 

IOD. Peak and A. Inomata, J. Math. Phys. 10, 1422 (1969); W. Langguth 
and A. Inomata, J. Math. Phys. 20, 499 (1979). 

"Reference 2, p. 729, Eq. (6-699-4). 
12Reference 4, p. 337. 
"N. K. Pak and I. Sokmen, Phys. Rev. 30, 1629 (1984); F. Steiner, Phys. 

Lett. A 106, 356, 363 (1984). 
"Reference 2, p. 1030, Eq. (8-934-4); Ref. 3, p. 102, Eq. (44). 
ISReference 5, p. 140, Eq. (3); Ref. 2, p. 1030, Eq. (8-932-1); Ref. 3, p. 176, 

Eq. (20). 
161. H. Duro and H. Kleinert, Phys. Lett. B84, 185 (l979); Fortschr. Phys. 

30,401 (1982); A. Inomata, Phys. Lett. A 87,387 (1982); R. Hoand A. 
Inomata, Phys. Rev. Lett. 48, 231 (1982). 

17J. M. Gracia-Bondia, Phys. Rev. A 30, 691 (1984). 
18J. Meixner, Math. Z. 36, 677 (1933). 
19R. Loudon, Am. J. Phys. 27, 649 (1959). 
~eference 5, p. 79, Eq. (6). 

L. Chetouani and T. F. Hammann 2948 



                                                                                                                                    

Time-dependent invariant associated to nonlinear SchrOdlnger-Langevln 
equations 
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Via the quantum-hydrodynamical method, a time-dependent invariant associated to the 
quantum dissipative time-dependent harmonic oscillator (TDHO), described by two classes of 
nonlinear SchrOdinger-Langevin equations with the following frictional nonlinear terms is 
constructed: (i) WI = - iliv(1n y, - (In y,», which is the Schuch-Chung-Hartman frictional 
nonlinear term, and (ii) W2 = v{[x - (x) Hcft + (1- c)(P>] - !ilic}, which includes the 
Sussmann (c = 1), the Hasse (c = !), and the Albrecht-Kostin (c = 0) frictional nonlinear 
operators. The associated invariant found is exact for the Schuch-Chung-Hartman and Hasse 
models, and only approximate for the Sussman and Albrecht-Kostin models. 

I. INTRODUCTION 
Among the remarkable successes of the theory of time­

dependent invariants, as a manifold problem-solving tool in 
several areas of physics, we point out its prime relevance in 
connection with quantum physics. I

-
12 For instance, the in­

variant has been used as an artifact to construct an exact 
solution to the associated time-dependent Schrodinger equa­
tion for certain types of potentials. 

Methods that have been used for deriving invariants for 
time-dependent Lagrangian/Hamiltonian systems include 
Noether's theorem, the Lie theory of extended groups, Er­
makov's method, the theory of canonical transformations, 
and the direct method. 13

•
14 In addition, the present author 

has recently introduced a new method, by extracting an in­
variant associated with the quantum time-dependent har­
monic oscillator, via the hydrodynamica1 formulation of 
quantum mechanics: the quantum-hydrodynamical meth­
od. II This method provides a physically intuitive and math­
ematically transparent connection between the quantum 
problem and its associated classical counterpart. 

We have exploited further the quantum-hydrodynami­
cal method in the search of invariants associated to the quan­
tum dissipative time-dependent harmonic oscillator de­
scribed by two different modelsl5

: (1) an explicitly 
time-dependent linear Schrodinger-Langevin equation (the 
Caldirola-Kanai model), and (2) a logarithmic nonlinear 
SchrOdinger-Langevin equation (the Kostin model). For 
the former model, we obtained an exact associated time-de­
pendent invariant. For the latter model, we showed instead 
that neither an exact nor an approximate time-dependent 
invariant can be constructed. 15 

At this point one can ask a most pertinent question, 
tacitly suggested at the conclusion of our previous work. 15 

Does any other nonlinear SchrOdinger-Langevin equation 
admit an associated time-dependent invariant? In this paper 
we answer this question affirmatively. 

Via the quantum-hydrodynamical method, we show 
that it makes it possible to find an exact or approximate 
configurational invariant associated to the quantum dissipa­
tive time-dependent harmonic oscillator (TDHO) de-

scribed by certain classes of nonlinear SchrOdinger-Lange­
vin equations (NLSLE's), which do not admit usual 
quantization prescription. These equations will be presented 
and studied later (see Secs. II and III). In doing so, we dem­
onstrate the essential feature of our method l5

: that is, one 
can deal with quantum dissipative time-dependent systems, 
irrespective o/whether or not these systems can be defined by 
an underlying Lagrangian/Hamiltonian formalism. Appar­
ently, this is an ingredient which makes our method appeal­
ing vis a vis the other aforementioned methods, since the 
problem under consideration is outside their realm of opera­
tionality. 

In passing, we point out an interesting protocol devel­
oped by Remaud and Hemandezl6 in the construction of an 
exact invariant for the dissipative classical time-dependent 
harmonic oscillator. There, by generalizing a prescription 
originally given by Symonl7 and without any particular 
Hamiltonian formalism, they proceed further on quantizing 
theit classical invariant aiming a close connection with a 
quantum description of the associated dissipative process. 
As these same authors point out, however, the quantization 
of this invariant is not obvious as one is forced to take into 
account sizable fluctuations. On the other hand, our work 
takes the reverse direction. We start from different quantum 
formulations of the dissipative time-dependent harmonic os­
cillator problem and then interconnect them with their clas­
sical counterpart description through two fluid-dynamical 
equations: a continuity equation and an Euler-type equa­
tion. 15 As we will see below, the latter equation is the main 
bridge for the transition from the quantum to its classical 
counterpart problem: it generates the proper pair of equa­
tions (the Ermakov system) which lead to the companion 
invariant of motion. 

In Sec. II, we study the quantum dissipative time-depen­
dent harmonic oscillator described by a nonlinear Schro­
dinger-Langevin equation with frictional logarithmic non­
linear operator WI = - iliv(1n y, - (In y,», that is, the 
Schuch-Chung-Hartmann model. 18 For this model we de­
rive an exact associated time-dependent invariant. In Sec. 
III, by proceeding along the lines of Sec. II, we study another 
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class of a nonlinear SchrOdinger-Langevin equation with 
frictional nonlinear operator 

W2=v{[x- (x)][cp+ (l-c)(p)] -~ik}, 

which includes the Siissmann (c = 1), Hasse (c = !), and 
Albrecht-Kostin (c = 0) models. I9-22 We show that the 
same invariant, derived in Sec. II, is also exact for the Hasse 
model, while being only approximate for the Siissmann and 
Albrecht-Kostin models. In the last section, we study the 
quantum-hydrodynamical energy dissipation theorem, for 
each of the models under consideration, and comment about 
the possible implications of the results found. 

II. NONLINEAR SCHRODINQER-LANGEVIN EQUATION 
WITH FRICTIONAL NONLINEAR TERM 
W1 = -Hiveln ",-<In "'»: AN EXACT ASSOCIATED 
INVARIANT 

We begin with the quantum formulation of the dissipa­
tive time-dependent harmonic oscillator described by the 
Schuch-Chung-Hartmann model,18 namely, 

. a,p If a 21f1 
Iii - (x,t) = - - --2 (x,t) 

at 2m ax 

+ ( ~ (In ,p(x,t) - (In ,p(x,t») 

+ ~ m(()2(t)X2}p(X,t), (2.1 ) 

where ,p(x,t),v, and w(t) are the wave function, constant 
friction coefficient, and time-dependent harmonic oscillator 
frequency, respectively. The reader is referred to the works 
of Schuch, Chung, and Hartmann 18 for a detailed discussion 
of the compelling physical reasons that motivated the study 
of this interesting equation. 

To obtain the quantum-hydrodynamical description of 
Eq. (2.1), we write the wave function in the form IS 

,p(x,t) = ~(x,t)exp[iS(x,t)]. (2.2) 

AftersubstitutionofEq. (2.2) intoEq. (2.1), we obtain 
from its real and imaginary parts 

av av 2 1 aVqU 
-+v-+vv+w (t)x= ----, (2.3) 
at ax max 

and 

an a 
~ + - (pv) = - vp(lnp - (lnp», 
at ax 

(2.4) 

where p=.~2, v=. (film)(aS lax), and VqU =. - (If I 
2m)p-1/2(a 2p l/2laxz) are the quantum fluid density, the 
quantum fluid velocity, and the quantum potential, respec­
tively. Equation (2.3) is an Euler-type equation describing 
trajectories of a fluid particle, with momentum p = mv, in a 
quantum dissipative medium, whereas Eq. (2.4) will be 
shown below to take the form of a Fokker-Planck-type 
equation. The above set of Eqs. (2.3) and (2.4) constitutes 
our fundamental stepping stone in the search for the invar­
iant of motion associated to the nonlinear SchrOdinger-Lan­
gevin Eq. (2.1). 

Likewise in an earlier work, IS we assume that the expec­
tation value of the quantum force vanishes for all times, i.e., 
(Fqu) =. - (aVq.,/ax) = 0, suggesting that (an ansatz)Fqu 
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ex: (x - (x». We denote (A) =.fpA dz as the expectation 
(average) value of A taken over an ensemble of identical 
fluid-particles. In doing so, we may split (2.3) into 

av + v ~ + vv + w2(t)x = k(t){x - q(t)}, (2.5) 
at ax 

and 

.!....[ IflP-I/Za2</2]=k(t){x_q(t)}, (2.6) 
ax 2m ax 

whereq(t) is the expectation value ofx[ (x) = q(t)], which 
will be determined in concomitance with k(t). 

We prepare the fluid-particle initially in a Gaus­
sian wave packet centered at x = 0, Po(x) ='p(x,O) 
= [1T0' (0)] -1/2 exp[ - x2/0' (0)], with an initial velocity 

vo(x) = v(x,O), and integrate (2.6) (assuming that p van­
ishes for Ix 1--+ <Xl at any time) to obtain 

p (x,t) = [1TO'(t)]-I/Z exp{- [x-q(t)]2/0'(t)}, 

(2.7a) 

where 

0' 2(t) =If Im2k(t). (2.7b) 

Next, with the help of (2. 7a), Eq. (2.4) can be rewritten 
as 

ap a a 2p at + ax (pv) - D ax2 = 0, (2.8) 

with D=.vO'I4. Equation (2.8) has the form of a Fokker­
Plank-type equation. 

After integrating (2.8), we find 

.,.(x,t) = irl2u[x - q(t)] + q(t), (2.9a) 

with 

1 an v 
.,.=.v-D-~=v+- [x-q(t)]. 

p ax 2 
(2.9b) 

The constant of integration in Eq. (2.9a) must be zero since 
p vanishes for Ix 1--+ <Xl • 

By inserting Eq. (2.9) into (2.5), one easily obtains 

~--+ (()2(t)-- --- (x-q) ( .. UZ ( V) If) 
20' 4q2 4 m1q2 

+ (q + vq + (()2(t)q) = O. (2.10) 

This equation is actually the final form of the Euler-type 
equation (2.3), and, as we show right below, represents the 
main bridge from the quantum to the classical counterpart 
problem. It is identically satisfied if 

ii + [wz(t) - vl4]a = Va 3
, (2.11) 

and 

(2.12a) 

where we have made 0' = (film)a2
• By the change of vari­

able q = ue - W/2, we recast Eq. (2.12a) as 

U + (w2 (t) - v/4)u = O. (2.12b) 

By eliminating w2 (t) - vi 4 between Eqs. (2.11) and 
(2.12b), and, after some simple manipulations, we end up 
with 

j=O, 

where 
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(2.13b) 

or 

1= !evt [(qa - aq + (v/2)qa)2 + (q/a)2], (2.13c) 

which is the exact time-dependent invariant associated to the 
Schuch-Chung-Hartmann model. 

Another interesting way of arriving at (2.13) is to write 

q(t) = e- vtlla(t)r( r), (2.14) 

where Tis related to t through [dr =,u(t)dt]: 

1'(t) = f.u(A.)dA.. (2.15) 

Substitution of (2.14) into (2.12a) yields 

(afJ.2)r" + (2,ua + pa)r' + (a + (w2(t) - v2/4)a)r = O. 
(2.16) 

This equation can be reduced to 

," +7=0, 
by making 

(2.17) 

2c:l/a + p/fJ. = O~f.l = l/a2 (2. 18a,b) 

and 

a + [w2(t) - v2/4]a = l/a3
• (2.11) 

By multiplying Eq. (2.17) by r' and integrating we ob-
tain 

(2.19) 

Equation (2.13c) can be recovered from the above in­
variant by replacing back r = evt/2(q/a) and d1' = dt /a2

• 

Thus, we conclude that Eqs. (2.11) and (2. 12a,b ) constitute 
an Ermakov system, since they generate an Ermakov-Lewis­
type of invariant. 15 

III. FRICTION OPERATOR 
Wz=v{[x-<X)ICp+(1-c)(P)-!IIic}:ANEXACTAND 
APPROXIMATE ASSOCIATED INVARIANT 

Next, we conside the quantum dissipative time-depen­
dent harmonic oscillator described by the following class of 
nonlinear Schrodinger-Langevin equation: 

iii a", (X,t) 
at 

fJ2 a 2", 
= ----(x,t) 

2m ax2 

+ (vi[x - (x) Heft + (1 - e}{ft)] - !i&} 

+ ~mw2(t)x2)"'(x,t), (3.1) 

where the frictional nonlinear operator term 
vi [x - (x) ][ eft + (l - e) <p) ] - !i&}includes those pro­
posed by Siissmann (c = 1), Hasse (c = !), and Albrecht­
Kostin (c = 0), as the special cases. 19-22 

A comprehensive analysis and critique of the compel­
ling physical reasons related to the formal mathematical at­
tractiveness, which motivate the study of this class of nonlin­
ear SchrOdinger-Langevin equations, can be found in the 
works of Stocker and Albrecht,19 Albrecht,20 Hasse,21 and 
Kostin.22 

To obtain the quantum-hydrodynamical description of 
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Eq. (3.1), we proceed along the lines of Sec. II ["'=; 
X exp (is) ], resulting in 

av + v av + v(v} + Ct)2(t) (x) 
at ax 

= -.!.~(v .. +.!.mOz(t)(x- <X»2) (3.2) 
m ax q 2 

and 

an a ...:L..+_ (pv) =0, 
at ax 

(3.3) 

where 02(t) =Ct)2(t) - v2e2
, p=t/i, v==W + ve(x - (x» 

[v=(Ii/m)(aS/ax)], and Vqu = - (f12/2m)p-1/2 
X (a Zp1l2/ax2) are the shifted frequency, thequantumftuid 
density, the generalized quantum fluid velocity (quantum 
fluid velocity), and the quantum potential, respectively. 

By following closely the protocol developed in Sec. II, 
we convert the Euler-type equation (3.2) into the form 

~ - - + (Ct)2(t) - c2v2) - -- (x - q) (
" iJl f12) 

2u 4q2 mV2 

and 

+ (q + vq + Ct)2(t)q) = O. 

This equation is identically satisfied if 

a + [(I)2(t) - e2v2]a = 1/a3, 

q + vq + Ct)2(t)q = 0, 

with 0' = (flIm)a2
• 

(3.4) 

(3.5) 

(3.6) 

Notice that by simply setting c = ! in Eq. (3.5), we re­
cover Eq. (2.11). Thus, the results obtained in Sec. II hold 
also true for the Hasse model. In fact, the Schuch-Chung­
Hartmann and Hasse models are alike under the protocol 
developed above, since the solution set to their correspond­
ingquantumproblem, Le.,p(x,t) and v (x,t) [or v (x,t) ], are 
the same. To the best of our knowledge, this has not been 
realized in previous works. 18 

In general, for any values of c and v in Eqs. (3.5) and 
(3.6)-includingtheSiissmann (c = 1) and Albrecht-Kos­
tin (c = 0) models-no exact time-dependent invariant can 
be found. It turns out, however, that if v2 (and c2v2) is very 
small compared to, say, Ct)2(t), then equations (3.5) and 
(3.6) can be approximated to 

a + Ct)z(t)a = l/a3
, 

and 

U + Ct)2(t)U = 0, 

with u = evtl2q. 

(3.7) 

(3.8) 

Hence, the invariant constructed from Eqs. (3.7) and 
(3.8) is the same as that obtained in Sec. II [Eq. (2.13) ].It 
should be stressed,however, that this invariant is only ap­
proximate for the Siissmann (e = 1) and Albrecht-Kostin 
(c = 0) models-that is, if"z<Ct)2(t). 

IV. FINAL REMARKS AND CONCLUSION 

It is worthwhile noticing that, if (I)(t) = (1)0 (a con­
stant), Eq. (2.13a) for the associated classical invariant re­
duces to the well-known equation for the classical energy 
disspation theorem 
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d ( 1 (;.2 2 2») . 2 - - '{ + woq = - vq . 
dt 2 

(4.1 ) 

So, one further important, suggestive point remains to 
be investigated, in light of the second law ofthermodynam­
ics. We must verify whether the nonlinear Schrodinger-Lan­
gevin equations studied in Sees. II and III also fulfill the 
quantum-hydrodynamical-energy-dissipation theorem. 19 

( 1) For the Schuch-Chung-Hartman model, we can 
construct the following relation: 

au +an = _vpv2_!:.. u ~[p(x-q)], (4.2a) 
at ax 2pax 

or 

au + ~ [n + !:..U(x _ q)] 
at ax 2 

2 V a (U) = -vpv --p(x-q)- - , 
2 ax p 

(4.2b) 

where 

U = ~pV2 + p( VqU + V)lm, (4.3) 

is the quantum-fluid energy density, and 

n= v( v
2 
+ VqU + V)+~[(tfJ~) 

p 2 m 2m2 ax at 

_ atfJ atfJ] 
at ax 

(4.4) 

is the quantum-fluid energy flow density. 
By averaging Eq. (4.2b), one obtains 

E= -v(v
2

) -; [(x ; (~)) - (x)(; (~))], 
(4.5) 

where E=«aUlat», (')=,S'pdx, and «·»=S·dx. 
Whether this expression always fulfills the correctly expect­
ed inequality E<.O (for w = wo) is not obvious whatsoever. 
We leave this point, however, for a detailed examination in a 
future work. 

(2) For the other class of nonlinear SchrOdinger-Lan­
gevin equations, we may also construct its corresponding 
relation for the quantum-mechanical energy dissipation 
theorum, namely 

ar +~= -vpu-[(v)-vc2 (x-(x»], (4.6) 
at ax 

where now 

(4.7) 

is the quantum-fluid energy density, and 

~ = u-(u-
2 + Vqu + V\ +~ [(4) _ atfJ atfJ] 

p 2 m - } 2m2 ax at at ax 
(4.8) 

is the quantum-fluid energy flow density. 
By averaging Eq. (4.6) and using (2.7a), one gets 

If = - V(V)2 + vlc2«x - (x)v) 

(4.9) 

where If =. «ar lat». So, in order to guarantee that If <.0 
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(for w = wo), we should have c = O. Thus, this seems to be 
the most plausible choice for the parameter c (see Ref. 20). 

Another interesting remark worthy of notice. If we 
make the change of variable a = ;evtl2 in Eq. (2.11), we get 

~ + v~ + W2(t); = e- 2vt 1;3, (4.10) 

which, together with Eq. (2.12a), forms the pair of equa­
tions derived in our earlier work for the quantized Caldir­
ola-Kanai model (an explicitly time-dependent, linear 
Schrodinger-Langevin equation). 

At last, a purely speCUlative point, if not a further ques­
tion, for a future and more elaborated investigation: the exis­
tence of an invariant indicates, perhaps, that the nonlinear 
Schrodinger-Langevin equations studied above (through 
the quantum-hydrodynamical method) may allow some 
sort of linearization on the Schwartz space S and may be 
transformed, thereby, to a Hamiltonian formalism. In pass­
ing, Taftin23 has recently studied the Burgers equation (a 
dissipative, nonlinear hydrodynamical equation which has 
no solitons). He has linearized it on the Schwartz space, 
defined it by a Hamiltonian formalism, and proved that it 
has an infinity of time-independent invariants in involution. 
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The equivalence between the Lagrangian and Hamiltonian formalism is studied for constraint 
systems. A procedure to construct the Lagrangian constraints from the Hamiltonian 
constraints is given. Those Hamiltonian constraints that are first class with respect to the 
Hamiltonian constraints produce Lagrangian constraints that are FL-projectable. 

I. INTRODUCTION 

The current interest in constrained systems was 
spawned by Dirac· and Bergmann2 in their study of the ca­
nonical formalism of gravitational fields. Since that time sev­
eral people contributed to the building of a mechanics for 
such systems.3 In particular the Lagrangian,4 Hamilto­
nian,4,S Hamilton-Jacobi,6 and geometrical formalisms7 

have been studied. For a time this field of research had little 
more than mathematical interest, but now with the increas­
ing interest in gauge theories (any theory with gauge trans­
formations is a theory of constrained systems), more people 
are beginning to use this formalism at the classical and quan­
tum level. 

On the other hand, constrained systems with a finite 
number of degrees offreedom have been used to construct an 
N-body relativistic mechanics of direct interactions8 whose 
corresponding quantum mechanics,9 which is multitem­
poral, is related to the Bethe-Salpeter equation. 

Despite increasing interest, the mechanics of these sys­
tems is not as elaborate as the corresponding mechanics for 
unconstrained systems. For example, the equivalence 
between the Lagrangian and Hamiltonian formalism has not 
been definitely established. 10--12 

In this paper we give an explicit and complete proof of 
this equivalence. We construct an implicit inverse relation 
between velocities and momenta, i.e., the inverse Legendre 
transformation. Using that we deduce the Hamilton-Dirac 
equations from Euler-Lagrange equations. Neither is a set of 
normal differential equations, therefore the uniqueness and 
existence theorem cannot be applied. This means that, at 
most, we will only have solutions in a submanifold of the 
respective spaces and in general these solutions will not be 
unique. 

A careful analysis shows that given a solution of the 
Euler-Lagrange equations we can construct a solution of the 
Hamilton-Dirac equations and vice versa. Next we look for 

the appropriate submanifold of the tangent bundle (TQ) 
and a submanifold of the cotangent bundle (T*Q) where the 
solutions exist. These submanifolds are constructed through 
an iterative procedure. In a given local chart they are charac­
terized by a set of functions that are called constraints. 

The Hamiltonian formalism as developed in this paper 
differs from the usual development. .,2 The first class primary 
constraints playa privileged role. Other constraints are ei­
ther first or second class with respect to them. These con­
straints that are first class with respect to the primary first 
class constraints can be associated with Lagrangian con­
straints that are FL-projectable (or weakly FL-projectable). 
Those that are second class in the Hamiltonian formalism 
have associated non-FL-projectable Lagrangian constraints, 
It is also shown that all constraints other that the primary 
constraints have either a symmetric or antisymmetric Pois­
son bracket (PB) structure with the first class primary con­
straints. 

The paper is organized as follows. In Sec. II we show 
that if we have a solution of the Euler-Lagrange equations 
we can construct from it a solution of the Hamilton-Dirac 
equations and vice versa. In Sec. III we develop an algorithm 
for the determination of the Hamiltonian constraints. In Sec. 
IV we develop an analogous algorithm for the Lagrangian 
constraints and we relate the Lagrangian and Hamiltonian 
constraints. 

II. THE EQUIVALENCE THEOREMS 

We consider an N-dimensional configuration space Q 
and a function L, the Lagrangian, defined in its tangent bun­
dle TQ. The Euler-Lagrange equations 

d aL aL . 
--. --. =0; J= 1, ... ,n, (2.1) 
dt aif aq' 

can be written in the normal form of ordinary second-order 
differential equations (SODE) only when the Hessian ma-
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trix Wij =0 2L 10;/ oqj is regular. 
If the Hessian matrix is singular, neither the existence 

nor uniqueness theorems for SODE holds. This means that 
the possible solutions of (2.2) lie in a submanifold of TQ and 
given a point of that submanifold we can have more than one 
solution passing through that point. We shall assume in the 
following that the rank of the Hessian matrix W is constant 
in all TQ and is n - m I' If this is not the case, our consider­
ations will only hold in an open region of TQ where this 
condition is satisfied. 

A. The map FL 

The fiber derivative of the Lagrangian is the application 
(FL) of the tangent bundle on the cotangent bundle T *Q 

FL: TQ~T*Q, 

given by FL(q,q) = (q,p), where 

oL 6lJ ( .• ) • 1 p; = -. = OJ; q,q I = , ... ,n. 
oq' 

(2.2) 

We shall also assume that FL(TQ) =MoCT*Q is a sub­
manifold of T *Q, locally defined by the constraints 

<I>~O) (q,p) = 0, p, = 1,2, ... ,m
" 

which are the primary constraints. 
We also assume 

rank --p,- = mi' I 
a<I>(O) I 

op} 

(2.3) 

(2.4) 

This condition excludes ineffective constraints at this level. 
In the following we will disregard Lagrangians that have 
ineffective constraints at any level. 

The primary Hamiltonian constraints (2.3) are identi­
fied at the Lagrangian level, i.e., 

<I>~O) (q,flJ (q,q) )=0, (2.5a) 

or equivalently 

FL*<I>~O)=O, (2.5b) 

where FL* is the pullback application. From (2.5) we de­
duce 

a<I>(O) oflJ . 
~q,flJ (q,q)J-;:-!- = 0, 

cJPI dqj 
(2.6) 

and since oflJ Joqj is the Hessian matrix element Wij' we 
have a basis for the null vectors of W: 

a<I>(O) 

11. = FL* ~ P, = 1, ... ,m l , i = 1, ... ,n. (2.7) 
cJp' 

A basis for the kernel of differential application FL * can be 
written in terms of (2.7) : 

. . a rp, = r'p, (q,q)-;-:-. (2.8) 
clql 

A function/eA ° (TQ) is FL-projectable if there exists some 
functiongeAO(T*Q) suchthat/= FL*g. The necessary and 
sufficient condition for /eAo(TQ) to be FL-projectable is 
thae· lO 

r J= 0, p, = 1, ... ,m ,. (2.9) 

The energy function E L (qq) = ql flJ I (qq) - L (qq) verifies 
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condition (2.9). Therefore there exits a function 
HceAo(T*Q) such that 

FL*Hc =EL , (2.10) 

where Hc is only unambiguously defined in Mo. 
Let us proceed to the inversion of the Legendre transfor­

mation FL. Given a point (qo,qo)eTQ and its image under 
FL(qaoPo),Po = (qo,qo), we have the identity 

Hc(qo,flJ(qoiJo»)=q~ flJ;(qo,qo) -L(qo,qo), (2.11) 

from which, taking the derivative with respect to q}, we ob­
tain 

oHc aflJ;. oflJ l . '1 
~(qoPo)!j."""(q~o) = !j."""(q~o)qo· (2.12) 
cJp I clq} clqj 

Therefore, q~ - (oHJop)(qoPo) is a null vector of Wand 
can be written in terms of (2.7): 

.' oHc 0'. 
iJ'o - ~(qo,Po) = vp, r'p, (q~o), (2.13) 

cJPI 

for some parameters v~. Note that (qoiJo) is a particular 
point of anti-image FL -I (qo,Po)' The whole anti-image is a 
leaf of foliation, defined in TQ by the equivalence relation 

x-xl++FLx = FLx'; x,xleTQ. (2.14) 

Consequently, Ker FL. at every point xeTQ is given by 
the elements of Tx ( TQ) tangent to the leaves of the foliation 
previously defined. In other words, these leaves are the inte­
gral surfaces of the vector fields belonging to Ker FL •. This 
means that FL -1(qoPO) will be generated from the point 

(qo,qo) by the exponential map eu"r" with up, arbitrary pa­
rameters and r p, the vector fields (2.8). Therefore, 

FL -1(qoPO) = (qo,q(v»), (2.15) 

where 

. oH a<I>(O) 

q'(v) = ~(qo,po) + vp, -a p, (qoPo), 
cJp; 'PI 

(2.16) 

with the arbitrary parameters vp, given by vp, = v~ + up,. 
Due to the condition (2.4) given a point ofthis leaf we can 
determine the parameters if in terms of the coordinates of 
this point. This means that for a given point (q,p)eMoand all 
its possible anti-images we have the relation 

oH a<I>(O) 

ql = ~(q,p) + vp, (qq):!-(q,p). 
cJp; cJp; 

(2.17) 

Ifwe now consider Eq. (2.17) as a system with (q,p) as 
data and q as unknowns, we show in Appendix A that there 
are no solutions if the data are out of Mo; whereas if the 
(qp)eMo, the solutions of (2.17) are obviously given by 
(2.16). Therefore we conclude that the relations (2.17) and 
(2.2) are equivalent. Therefore Eq. (2.17) is the inverse Le­
gendre transformation; note that Eq. (2.17) is an implicit 
equation for q. 

Let us observe that the application of r to both sides of 
(2.17) gives 

rp,vy=l)p,y' (2.18) 

This means that all the functions vp, (qq) are not FL-project­
able. However, we shall see in Sec. III that some of these 
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functions admit a canonical form when restricted to a suit­
able submanifold of TQ. 

Now if we take the derivative of (2.11) with respect to 
qjJ we have 

aL aBc (aBc )aflJj . - -. (qq) = -y(qp) - qj - ~(qp) ~(q,q), 
aq' a'l cJPj uq 

(2.19) 

where (qp) = FL(qq). If we use Eq. (2.17) we have 

aL aB a4>(0) aflJ. 
- -. (qq) = -i-(qp) - vI' (qq)---;f-(qp)~(qq), 

aq' a'l cJPj uq' 
(2.20) 

but since FL *ct> I' = 0 we have 

FL*(a4>1' )aflJ! + FL*(a4>~) = o. 
apj aq' aq' 

(2.21 ) 

Therefore, Eq. (2.20) can be written as 

aL aB a4>(0) 
--.(qq) =-a ~ (q,p) + vl'(qq)-a~ (q,p). 
~'q' q 

(2.22) 

Let us now consider the equations of motion. 

B. Equations of motion 

A curve q: IeR ..... Q is a solution of the Euler-Lagrange 
equations (2.1) ifthe functionp(t) defined by 

p(t) = flJ(q(t), d~~») (2.23) 

satisfies 

dp = OL( (t), dq ). 
dt aq q dt 

(2.24) 

Due to the equivalence between Eqs. (2.2) and (2.17) we 
can write an expression equivalent to (2.23), i.e., 

~~ = a;c (q(t),p(t») + VI'( q(t), d~~) )0;;0) (q(t),p(t»), 

(2.25) 

also due to (2.22) we have 

aL . aBc (dq(t») - aq (q(t),q(t») = -aq(q(t),P(t») + vI' q(t)'--;jf 

act> (0) 

x a; (q(t),p(t»), (2.26) 

and using (2.24), Eq. (2.26) is written as 

dp aBc 
- - = ~q(t),p(t») 

dt aq 

+ vI' q(t), ~ ~q(t),p(t»). (2.27) ( 
d (t )a4>(0) 

dt aq 
Equations (2.25) and (2.27) are the Hamilton-Dirac equa­
tions for the singular LagrangianL (qq), so we can formulate 
the following theorem. 

Theorem: If q(t) is a solution of Euler-Lagrange equa­
tions (2.1 ) in configuration space, the lifting to T *Q given by 
(q(t),p(t») with p(t) defined by (2.2), is a solution of the 
Hamilton-Dirac equatic;ms (2.25) and (2.27). 

Furthermore, in the inverse sense, if (q(t),p(t») verify 
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Eq. (2.25) and Eq. (2.27), then (2.23) is satisfied because 
Eq. (2.23) is equivalent to (2.25). Furthermore, from 
(2.26) and (2.27) we obtain (2.24), therefore the following 
theorem holds. 

Theorem 2: If (q (t) ,p (t) ) is a solution of the Hamilton­
Dirac equations (2.25) and (2.27), then q(t) verifies the 
Euler-Lagrange equations (2.1). 

If we consider the canonical symplectic structure of 
T*Q we can write Eqs. (2.25) and (2.27) in terms ofPB as 

~~ = {q,Hc} + VI'( q, ~~ ){q, ct>~0)}, (2.28) 

(2.29) 

These equations are not written in the normal form, in 
the same sense as the Euler-Lagrange equations of motion, 
(2.1 ), therefore the possible solutions of those equations lie 
in a submanifold of T *Q and the solution passing through a 
point of that submanifold is not necessarily unique. 

Equations (2.28) and (2.39) can be written in a normal 
form if one introduces m 1 arbitrary functions of the evolu­
tion parameter AI' (t), and also imposes from the outset the 
primary constraints 

dd
q 

= {q,Hc} + AI' (t){q, ct>~0)}, 
t Mo 

(2.30) 

dp = {P,Bc} + AI' (t){p, ct>~0)}, 
dt Mo 

(2.31) 

where = means weak equality on the surface Mo. Equations 
Mo 

(2.31) are the standard Hamilton-Dirac equations. 1
•
2

•
4

•
s 

III. HAMILTONIAN FORMALISM 

In the preceding section we assumed the existence of 
solutions of the equations of motion and we have shown the 
equivalence between the Lagrangian and Hamiltonian for­
malism. Now we study the submanifold where those solu­
tions exist, we will use an iterative procedure. Let us begin 
with the Hamiltonian formalism, the Hamilton-Dirac equa­
tions of motion are Eqs. (2.28) and (2.29): 

~~ = {q, Bc} + VI'( q, ~; ){q, ct>~0)}, 

: = {P,Bc}+VI'(q, ~;){p,ct>~0)}, 
(3.1) 

where ct>~0) are the primary Hamiltonian constraints and 
vI' (q,q) are known function of q and q. We know, from Ap­
pendix A, that (3.1) have only solutions if the initial condi­
tions belong to the submanifold Moe T*Q. In that case, a 
curve passing through a point of Mo will be a solution of 
(3.1) if 

d ct>(0) 
--1'- = 0, f..t = 1, ... ,m 1• 

dt Mo 
(3.2a) 

that is, the solution (q (t) ,p (t) ) must belong entirely to Mo. In 
general, Eqs. (3.2) will be restrictions for the initial condi­
tions. We write (3.2) as 

(3.2b) 
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To discuss the content of (3.2) it is necessary to know the 
rank of the PB matrix between the primary constraints, i.e., 

rankl{<I>~O),<I>~O)}I =ml-m2' /-l,V= 1, ... ,m l , (3.3) 

which we assume to be constant on Mo. It is convenient to 
introduce an equivalent set of constraints 

.m(0) 1 
'#!' "", /-lo = , ... ,m2' 
.m(0) , - 1 
'#!' p.Q' /-lo - , ... ,ml - m2' 

with the properties 

0=1- detl{<I>(O) <I>(O)}I=detC(1) 
Mo 14' Vo pOvo' 

{.m(0) .m(0)} = 0 {<I>(O) <I>(O)} = 0 
'¥JtOJ'¥J.I.o ' 1'0' va ' 

Mo Mo 

(3.4 ) 

(3.5) 

(3.6) 

(3.7) 

therefore <I>~), <1>:::,> are first and second class, respectively, 

on Mo. Note that <I>(~) are m I - m 2 of the old primary con-
I'i> . 

straints <I>~O), instead <I>~) are linear combinations of them. If 
we consider Eq. (3.2) for the second-class constraints <I>(~), 

I'i> 

we obtain a canonical expression for the functions v ,(q,q): 
vo 

(3.8) 

Therefore the evolution for a generic quantity A (q,p) in Mo 
is given by 

dd~ = {A, H~I)} + vVo (qq){A, <I>~~)}, Vo = 1, ... ,m2' 
t Mo 

where 

H(I)=H - {H <I>(O)}(Cw) -I <1>(0) 
c c c JtO 1'0 va Vo' 

/-l~' v~ = 1, ... ,m l - m2, 

with the properties 13 

(3.9) 

(3.10) 

{<I>(~), H~I)} = O. (3.11) 
I'i> Mo 

The evolution of the first class constraints <I>~~) is given by 

!!..-<I>(O) = {<I>(O) H(I)}=<I>(1) 
dt "" Mo "", c - "", 

the stability conditions for <I>~!) are 

(3.12) 

<1>(1) = O. (3.13) 
1'0 

If all these conditions are satisfied on Mo the analysis is fin­
ished, if this is not the case Eqs. (3.13) are new restrictions 
on the initial conditions, which we call secondary con­
straints. Note that some of these constraints can be automat­
ically satisfied on Mo, but in order to use a more compact 
notation we will continue to use the SUbscript /-lo for all sec­
ondary constraints. 

Let M I , be the new submanifold defined by 

<I>(~) = 0, /-l~ = 1, ... ,m l - m 2, 
I'i> (3.14) 

.m(0) - 0 .m(1) - 0 II. - 1 m 
"¥P.o - , '¥1Lo - , rO - , ••• , 2-

A curve passing through a point of MI will be a solution of 
(3.1)if 

d <1>(1) 
__ 1'0_ = O. (3.15a) 

dt M, 

These stability conditions can be written explicitly 
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o = {<I>~!), H~I)} + vvo(q,q) {<I>:.!), <I>~~)}. (3.15b) 
M, 

In Eq. (3.15) a PB matrix appears between the primary first­
class constraints on Mo and the secondary constraints. As is 
shown in Appendix B this matrix is symmetric: 

{<I>(1) <I>(O)} = {<I>(1) <I>(O)}. (3.16) 
1-'0' va Vo ' Po M, 

Let m 2 - m3 be the rank of this matrix. Due to this symme­
try property we can introduce a new set of constraints 

<I>~~) == 0, <I>~:) = 0, /-ll = 1, ... ,m3, 

<I>(~) = 0, <I>(!) = 0, /-l; = 1, ... ,m2 - m3, 
1'1 1'1 

with the following properties: 
0=1- detl{ <1>(1) <I>(O)}I =det C (2) 

M, pi' vi 1'1 vi' 

{<I>(l) <I>(O)} = 0 
1',' 1'0 ' M, 

(3.17) 

(3.18) 

(3.19) 

{<I>:.!), <I>~~)} :. O. (3.20) 

Note that <I>(~) are m2 - m3 of the old <I>~~), due to the sym-
1', ~ 

metry property, Eq. (3.16), and <I>(!) are also the same 
1', 

m2 - m3 of the <I>:.!). The<l>~~) are a linear combination of the 
<I>~) and the <I>~:) are the same linear combination of the 
<I>~!). This means that we also have 

<1>(1) = {<I>(O) H(!)} 
1'. 1-'.' c , 

(3.21 ) <1>(1) = {<I>(O) H(!)} 
1-'1 1-'1' c , 

This means that the labeling of new constraints is compatible 
with their stability, therefore we have a sort of hereditary 
property. It should be noted that <I>~~) are first-class con­
straints on MI' 

At this point, we consider the stability condition for the 
constraints <I>(!). From this we obtain a canonical expression v, 
for the functions v , (qq): ", 

v (qq) = _ (C(2» -I {<I>(1) H(I)}. 
vi M, vipi ",.' C 

(3.22) 

The evolution on Ml is given by 

dA = {A H(2)} + v (qq){A <I>(O)} 
dt M, 'c v. 'v,, (3.23) 

where 
H(2)=H(1)+{H(1) <I>(I)}(C(2»-1 <1>(0) 

c c c 'lti 1-'1 VI vi' (3.24) 

with the properties 

{<I>(!), H~2)} = O. (3.25) 
1', M, 

Now consider the stability of the remaining secondary 
constraints 

!£<I>(1) = {<I> (1) H(2)}:s<l>(2) (3.26) 
dt 1'1 M, J.l..' C 1'1 ' 

the relations <I>~~) = 0 can be satisfied on Ml in which case 
the analysis is finished. Otherwise 

<I>~~) = 0, /-ll = 1, ... ,m3 , (3.27) 

are tertiary constraints. At this level the evolution is restrict­
ed to the submanifold M 2 : 
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ct>(0) = 0 ct>(0) = 0 ct>(0) = 0 
!'O ' 1'1 ' 1', ' 

ct>(!) = 0, ct>(O) = 0 ct>(2) = 0 (3.28) 
1', 1', ' 1', ' 

with 

J.Lo = 1, ... ,ml - m2, J.Li = 1, ... ,m2 - m3, J.LI = 1, ... ,m3· 
(3.29) 

In order to stQdy the stability of tertiary constraints 
ct>(2), we need to consider the PB matrix of the primary first-1', 
class constraints on M I , ct>~0), with the tertiary constraints 
ct>~~) . As is shown in Appendix B, this matrix is antisymme­
tric in the submanifold M2! 

(3.30) 

Let m3 - m4 be the rank of that matrix. Due to the antisym­
metry property we can introduce a set of constraints 

ct>(2) ct>(2) 11.2 = 1, ... ,m4' 
Jl.2' 1'2' r-

(3.31) 

which define the same surface as the set ct>~~), ct>~~), with the 
properties 

(3.32) 

(3.33) 

ct>(1) = {ct>(0) H(I)} ct>(1) = {ct>(0) H(I)} (3.34) 
1-'2 P,l' c' pi pi' c' 

ct>(2) = {ct>(\) H(2)} ct>(2) = {ct>(1) H(2)}. (3.35) 
1'2 1-'2 C '#'2 ,u2' C 

The stability conditions for the tertiary constraints ct>(~), as 1'2 
in the previous case, enables us to obtain a canonical expres-
sion for the functions v •• Using that expression the evolu-

V2 

tion on M2 is given by 

dA = {A H (3)} + v {A ct>(0)} 
d 'c 1'2'v2 ' t M, 

where 

(3.36) 

H(3) =H(2) _ {H(2) ct>(2)} (C(3» -1 ct>(O) (3.37) 
c c C , PI 1-'2 vi vi' 

with the property 

{ct>(~), H ~3)} = O. 
1'2 M2 

(3.38) 

With respect to the stability of ct>~!) we have the relations 

ct>(3) = 0 (3.39) 1', , 

where 

ct>:.!)={ct>~!), H~3)}. (3.40) 

If the relations (3.39) are verified on M2, the analysis is 
finished. Otherwise we have more constraints and therefore 
we need further to require the stability of those constraints 
and the procedure continues as before. Let assume that our 
Lagrangian has a final submanifold Mf where we have solu­
tion of the equations of motion (3.1). We write the con­
straints defining Mf as 
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ct>(0) 
!'O 

ct>(0) 
1'; 

ct>(0) 
1'2 

ct>( !) 
1', 

ct>(1 ) 
1'2 

ct>(~) 
I'~ 

4>(0) ct>(O) primary; 
1'; I'f' 

ct>( I) ct>(I) 
1'; I'f' 

ct>(2) ct>(2) 
1'; I'f' 

ct>;!j ct> if} , 

secondary; 
(3.41) 

tertiary; 

j-ary, 

where the hereditary property is manifest. The equations of 
motion on Mf are 

ddj4 = {A, HY+ ll} + vVf(qq){Act>~}, (3.42) 
t Mf 

where 

The matrix C (j) is symmetric or antisymmetric depending 
on whether/is odd or even. 

We have 

{ct>(f) H(f+ ll} = 0 
pi' C , 

f M f 

(3.44) 

and since the analysis is finished we have 

(3.45) 

Note that in the equations of motion there appear functions 
v" (qq) that are not determined canonically and are asso-.-f . 

ciated with the primary first class constraints on the sub-
manifold Mf . 

Let us now study the relation between the procedure of 
Dirac brackets (DB) for second class constraints, 1 and the 
procedure developed here. Let us begin with the case with no 
tertiary constraints. The DB with respect to second-class 
constraints ct>(~) ct>(~) ct>(!) can be constructed in two steps. 

1'0 1', 1', 
First we construct the DB for the constraints ct>~), i.e., 

(3.46) 

where (a (1) -1 is the inverse matrix of D (I) defined by 

D (I) = {ct>(0) ct>(0)} 
1'0 vo pO' 1'0 ' 

(3.47) 

which coincides with C(!). [Eq. (3.6)]. The final DB is 
1'0 Va 

written as 

(3.48) 

where X • indicates anyone of the constraints ct>(~), ct>(!), 
~ ~ ~ 

and (D (2» -I is the inverse of the matrix D (2) defined by 
D .:~) • = {X .,X . }H,. Explicitly 

r-l VI 1'1 Vt 

D(2) =( 0 
Mo C(2) 

_C(2») 

K ' 
(3.49) 

where C(2) is the matrix defined in(3.18) and K is a matrix 
constructed with the ct>( ~) constraints. 

J', 

Let us consider (3.47). in the case B = He. Using Eqs. 
(3.48), (3.12), and (3.24) we have 
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Therefore our procedure on the MI surface is equivalent to 
the Dirac procedure. In Appendix C we explicitly prove this 
result for the case of no quartiary constraints. In order to 
give a proof in the general case, we need to consider a more 
geometrical formulation that takes into account the new 
structures we have found. Work in that direction is in prog­
ress. 

Summing up, Eqs. (3.42) are equivalent on Mf to the 
equations of motion generated by the total Dirac Hamilto­
nian: 

H =HH(f+J)+V cI>(O) (3.51) 
T J.tf J.tf' 

where H H(f + J) is the starred Hamiltonian 13 with respect to 
all second-class constraints. Therefore the OB is not the 
minimal structure to obtain the Hamiltonian equations of 
motion. 

IV. LAGRANGIAN FORMALISM: RELATION BETWEEN 
THE LAGRANGIAN AND HAMILTONIAN CONSTRAINTS 

In the previous section we have built a new scheme for 
the construction and classification of the submanifold of the 
Hamiltonian constraints. Now, we shall use these results to 
do the same with the Lagrangian constraints. 

Using the Hessian matrix WIj' we can write the Lagran­
gian equations of motion (2.1) as 

WljqJ = ao 
where 

(4.1 ) 

aL .J a2L 
a i= aqi - q aql aqi' 

(4.2) 

If the rank of Wis n - m l , mJ > 0, the Hessian will have mJ 

null vectors YJ.t (q,q) such that 

WIjY~ = O. (4.3) 

The contraction of Eq. (4.1) with a null vector gives 
(1)_ ._ 

XI' =air;. - O. (4.4) 

This is the first generation of Lagrangian constraints: 

X~I) = 0, /.l = 1, ... ,m J• (4.5) 

The submanifold in TQ locally defined by the vanishing of 
the X~I) is denoted by SJ. These Lagrangian constraints can 
also be obtained with the help of the operator K: 

K=qiFL*~+ aL. FL*~, (4.6) 
aq' aq' api 

which takes a function in AO(T*Q), differentiates it with 
respect to time, and gives the result in A 0 (TQ). As we dem­
onstrate in Appendix C, one has 

KcI>~O) = X~I). (4.7) 

From this equation, we can see that every primary constraint 
produces a Lagrangian constraint of the first generation. Be-
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(3.50) 

I 
cause of the linearity of the relations (4.4) and (2.7), the 
classification (3.5) enables us to make the splitting 

(I) 1 XJ.to' /.lo = , ... ,m2' 

X~)' /.l~ = 1, ... ,m J - m2• 

Now we cart demonstrate the following relations: 

(4.8a) 

(4.8b) 

FL *{cI>(O) H } + v (q q' )FL*{ .... (O) .... (O)} _ .... (0) 
pO' c vo' 'f:'JLb ,'f:'vo - 'Vila' 

(4.9a) 

FL*cI>i.!) = xi.!) (mod X~»' (4.9b) 

First, we demonstrate (4.9a), using (2.17), (2.20), 
(04), and (05). We have 

FL*{ cI>(O) H } =X - v (q q' )FL*{cI>(O) cI>(O)} 
pO' c JJ.O va' 1'0' Vo 

- vvo (q,q)FL*{cI>~~),cI>~~)}, (4.10) 

but FL*{ cI>(O) cI>(O)} = 0 due to the fact {cI>(O) cI>(O)} = 0 so 
,..,,0' Jl~,,' JJ.O'VO Mo' 

(4.9a) is demonstrated. Now we can demonstrate (4.9b). 
We have cI>(I) = {cI>(O) H (I)} withH (I) gl'ven by (3 12)' us-1-'0 fJ.o' c c • , 

ing (2.17) and (2.20) we have 
aH (I) Bel> (0) 

FL* C _. i (. )FL* /.lo ---q -vJ.to qq 
api api 

(mod cI>(t» 
J.tO' 

and therefore 

FL *{cI>(O) H (I)} 
Po' c 

=x(1) - v (q q' )FL*{cI>(O) cI>(O)} (modX'~ot.» 
1-1-0 Vo ' j.to'Vo r-

= cI>~~,) (mod x:.1» 
as desired. 

(4.l1a) 

(4.l1b) 

Furthermore from an analogous equation to (4.10) we have 
that 

FL*{cI>(O).H:} =X(1). (4.12) 
/-to C Po 

From Eq. (4.9a) we see that the constraints x:.1) are not FL­

projectable, instead the constraints xi.!) are FL-projectable 
[see Eq. (4.12)]. These results can also be seen using the 
relation 

rJ.tX~1) = FL*{cI>~O),cI>~O)} (4.13) 

[see Appendix C and Eq. (2.9)]. Therefore the Lagrangian 
constraints X(!) associated to the primary second-class con-

1'0 
straints by means of the operator K are not FL-projectable. 
Instead those associated the primary first-class constraints 
are FL-projectable. 

Now we· want to investigate the stability of the con­
straints that locally define St. We have 
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d avO) avO) 
_ (I) =q'I_A_Il_+ "1_..1._11_ (4.14) 
dt XIl a~ q ail . 

We can obtain q from the equation of motion introducing the 
completeness relation (see AS) 

~I IkW - . 
Uj = M kj + rllj r'Il' (4.15 ) 

we have 

ql = Mijaj + PII r;., 
S, 

(4.16) 

where 

PII = Yllkqk, (4.17) 

are the accelerations that are undetermined by the equations 
of motion. Substitution of (4.16) in (4.14) gives 

~X(I) =D(Olv(1) + 11 r X(I) 
d II All I-'v v II ' t s, 

where 

D (Ol- Mjl a +'1 a -a - q-
-j ail aql' 

(4.18) 

(4.19) 

If we consider the stability, Eq.(4.14), of the non-FL-pro­
jectable constraints, X(~), we have 

IliJ 

O=D(OlXO ) +P t XO ) 
s. Po Vo Vo p.Q' 

(4.20) 

with 

r X(I) = FL*(C(ll) (4.21) 
'Vo pO pOvo' 

due to (4.13) and (3.6). Since C(l) has an inverse one can 
determine the undetermined accelerations f3 , as a function 

Vo 

ofqandq: 

f3 = - FL* [(C I) -I ]D(Olv(l}. (4.22) 
'Va 5. vJ.Lb ApO 

Let us now consider the stability of the FL-projectable con­
straints. We have 

~ X(I) = D(OX(!)=X(2). (4.23) 
dt 1'0 s, IliJ 1'0 

If the relations XJ.!) = 0 are automatically verified in SI' the 
analysis is finished. Otherwise the X~) are the second gener­
ation of the Lagrangian constraints, which together with 
X~I) define the surface S2' 

Now it is necessary to study the stability of X~). It is 
possible to show that 

K~(I) = X(2) (4.24) 
1'0 s, 1'0' 

where K is the operator defined in (4.6). So the X~) are 
associated with the Hamiltonian constraints ~:.!). Remem­
bering the splitting ( 3.17 ), it follows that we have the follow­
ing splitting at Lagrangian level: 

(I) (2) 
XII,' XII,' 11-1 = 1, ... ,m3' 

(I) (2) , 1 
XIIi' XIIi' 11-1 = , ... ,m2 - m 3· 

(4.25) 

We see that labeling is compatible with the stability. 
Now we can show 
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FL*CP(2) =X(2) (mod X(~». (4.26b) 
II,S, II, III 

The proof of ( 4.26) is more intricate than the first level and 
is not given here. One can also show 

FL*{CP(l),H(I)} = v(2). (4.27) 
PI c 5. AP-2 

From Eq. (4.26a) we see that the constraints X(~) are not 
III 

FL-projectable, instead the constraintsx~~) are FL-project­
able on thesurfaceSI, [seeEq. (4.27) J. We call these objects 
weakly FL-projectable on SI' 

Furthermore, using the results of Appendix C we have 

r X(2) = FL*{CP(I) CP(O)}¥:O 
1'0 #'1 .".' Jlo S. ' 

(4.28) 

instead of 

r v(2) = FL *{ cp(l) CP(O)} = o. (4.29) 
1'0..1.11, II,' 1'0 S, 

This analysis suggests that the necessary and sufficient con­
dition for a function 1 to be weakly FL-projectable on SI is 

r 1'01 = 0, 11-0 = 1, ... ,m l • 
s, 

(4.30) 

where r 1'0 are the vector vectors fields ofKer FL tangent to 
St. This result is proved in a separate paper. 

Now we need to require the stability of X~) 

~X(2) = (D 0 + P r )X(2) + P r X(2) 
dt 1'0 S2 Vo Vo Po 'Vo Vo Po 

=D(lX~) +pvorvoX~)' (4.31) 

Ifwe consider the stability condition for X(~), we can express 
III 

the undetermined accelerations P vi in terms of the coordi-

nates and velocities: 

P =FL*[(C(2l)-1 ]D(lX(2) (4.32) 
vi S2 'ViPi #It ' 

due to the nonsingular character of the matrix C(2l, Eq. 
(3.18). Let us now consider the constraints X~~). we have 

(4.33) 

If the relations X~~) , are automatically verified in S2 the anal­
ysis is finished. Otherwise X~~) are the third generation of the 
Lagrangian constraints and the procedure continues. At 
Hamiltonian level we have assumed the existence of a sub­
manifold M f where we can have solutions. This implies that 
the relations 

(4.34) 

are identities on M f' At the Lagrangian level we have 

(4.35) 

(4.36) 

and 
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This means that we have no more weakly FL-projectable 
constraints. However, we have the non-FL-projectable con­
straints x~t: 1). If we consider the stability of these con­
straints, we can obtain the undetermined fl ,acceleration in 

PI 

terms of the coordinate and momenta. At this point the anal-
ysis is finished. 

Summing up, at every level a (weakly) FL-projectable 
constraint on a certain submanifold comes from the stability 
of a Hamiltonian constraint of the preceding level, which is 
first class with respect to the primary Hamiltonian con­
straint, while a non-FL-projectable constraint comes from 
the stability of a Hamiltonian constraint which converts a 
primary constraint to the second class. Also, if a certain 
number of velocities are canonically determined at a given 
level, the same number of accelerations are determined at the 
next level. 

V. CONCLUSIONS 

The equivalence between the Lagrangian and Hamilto­
nian formalism for constrained systems has been proved, in 
the sense that given a solution q( + ) of Euler-Lagrange 
equations of motion, the functions q(t) and 
pet) = 9(q(t) [dq(t)/dt]) are solutions of the Hamilto­
nian-Dirac equations of motion and vice versa. Note that 
neither of these equations is in normal form. This means that 
we can only have solutions in a submanifold of the respective 
space. These submanifolds are constructed through an inter­
active procedure. At the Hamiltonian level, our procedure 
differs from the standard one. All constraints are classified 
according to whether or not they are first class with respect 
to the primary constraints. We have seen that PB matrix of 
the primary first-class constraints on M o and the secondary, 
tertiary, ... constraints are either symmetric or antisymme­
tric. This implies that our final Hamiltonian H ~ f + 1) differs 
from the starred Hamiltonian of Komar and Bergman, but 
on the final submanifold M f they both yield the same evolu­
tion. 

At the Lagrangian level, we have seen that the Lagran­
gian constraints can be obtained from the stability of the 
Hamiltonian constraints using the K operator (4.6). Fur­
thermore, the Lagrangian constraints that are FL-project­
able or weakly FL-projectable are the Lagrangian counter­
parts of the Hamiltonian constraints, which are first class or 
second class with respect to the primary Hamiltonian con­
straints. In fact at every level, a (weakly) FL-projectable 
constraint on a certain submanifold comes from the stability 
of a Hamiltonian constraint of the preceding level, which is 
first class with respect to the primary Hamiltonian con­
straint, while a non-FL-projectable constraint comes from 
the stability of a Hamiltonian constraint that converts a pri­
mary constraint to the second class. Also, if a certain number 
of velocities are canonically determined at a given level, the 
same number of accelerations are determined at the next 
level. 
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APPENDIX A: COMMENTS ON THE INVERSE 
LEGENDRE TRANSFORMATION 

Here we demonstrate that Eqs. (2.17), 

aH act> (0) 

q=-a C (q,p) + up, (qq)-aP (q,p), (AI) 
'Pi 'Pi 

for q in terms of q and p, have solutions only if (q,p) belongs 
to the submanifold Mo of the primary constraints. We know 
that when (q,p) belongs to Mo, the solutions are given by 
(2.16). Therefore, we have the identities 

. aH act>(0) 

q'=FL* __ C + up (qq)FL* -p-. (A2) 
api api 

Now at fixed q we consider an infinitesimal displacement 
p + dp from a point (q,p)eMo' We want to know if there 
exists a solution of (AI), q + dq, derived continuously from 
the solution, q, with data (q,p)eMo' If such a solution exists, 
the following identities must be verified: 

a 2H au (q q' ) a<l>(O) 
dqi = FL * __ C_ dpJ' + p , FL * --p- dqj 

api apj aqj api 

a 2<1>(0) 

+ up (q,q)FL* --P-dpj. 
api apj 

(A3) 

In order to study when these identities are verified, let us 
consider the completeness relation 

i - i & 8 j = Y pjY p + M Wkj , (A4) 

where 

. a<l>(O) 
Y ' =FL*--P-

p, a' 'Pi 
a2H a 2<1> 

Mik=FL* C +up(q,q)FL*--P-, (A5) 
api aPk api ap 

a2L 
Wk·=---

J aqk aqj 

Equation (A4) can be obtained by taking the derivative of 
(A2) with respect to q j' Note that M ik is not unambiguous­
ly defined in AO(T*Q). This is due to the ambiguity of the 
definition of Hc out of the surface Mo. 

The change 

Hc (q,p) -H; (q,p) = Hc (q,p) + A.p (q,p)<I>~O)(q,p) 

withA.p arbitrary describes the arbitrariness of the Hamilto­
nian. This change produces a new definition of the functions 
up of (2.17), 

u~ (q,q) = up (q,q) - FL*A.p,' (A6) 

and consequently a change in the matrices Mik, 

M'ik = Mik + FL* aA.p ~ + FL* aA.p r.. (A7) 
api p aPk p 

Equation (A3) can be written [using (A4) and (A5)] as 
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(A8) 

where Mik is any element of the family (A7). Since in that 
family there always exists a nonsingular matrix, Eq. (A8) is 
verified only if 

(A9) 

The necessary and sufficient condition for (A9) to be ful­
filled is that 

r!dFL*Pk = 0, (AW) 

where r! are the null vectors of W, Eq. (A5). Therefore, we 
have 

FL *d<l> I' = 0, (All) 

and therefore we conclude that the only displacement 
p-p + dp that allow changes on thesolutionsq-q + dqare 
those made on the surface Mo. 

APPENDIX B: STRUCTURE OF THE CONSTRAINTS 
POISSON BRACKET 

In Sec. III we stated that the matrix of PB between a 
subset of primary first-class constraints on Mo and the secon­
dary, tertiary, ... constraints was either symmetric or anti­
symmetric. Here we demonstrate this property explicitly. 
Let us begin with the matrix of PB between the primary 
constraints <I>~) and the secondary constraints <I>~!). Taking 
into account the definition of <I>~!), the Jacobi identity, and 
the first-class character of<l>~) on Mo we have 

Consider the last term ofEq. (BI), since the <I>~)'s are first 
class on Mo then 

({ <1>(0) <I>(O)}<I>(O)} = 0 
Po' Vo Va Mo ' 

this implies that 

{<I> <I>(O)} = 0(<1>(0» + 0 2 (<1>(0» 
Po' Vo Jl.o 1-'0 ' 

where O(<I>~» is a function that contains a term linear in 
<I>,~O), and 0 2(<I>(~» is a function of<l>,~~) that contains a term 

rO Po ru 

quadratic in <I>(~) as the lowest-order term. This means that 
1'0 

the last term ofEq. (BI) vanishes on the surface M I, there­
fore (B I) becomes 

This means that the above matrix is symmetric with respect 
to the interchange of ""0 and Vo on MI' 

Let us now consider the matrix of the PB between the 
primary first class constraints on M2 and the tertiary con­
straints. We have 
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+ ({<I>~:),<I>~~)}H;1)} _ {<I>~~),<I>~~)}. 

The PB {<I>~~),<I>~~)} vanishes onMI, furthermore we have 

({<I>(O) <I>(1)}<I>(l)} 
PI' VII'I 

therefore 

{<I>(O) <I>(1)} = 0(<1>(0) + 0(<1>(0» + 0(<1>(0» + 0 2 (<1>(0» 
1'2' VI 1-'0 I'i PI #'1 ' 

which implies 

({<I>~~),<I>~~)}H;1)} =0. 
M, 

Equation (B5) becomes 

{<I>(2) <I>(O)} = _ {<I>(2) <I>(O)} 
PI' VI VI' 1'1 ' 

M, 

which means that this matrix ofPB's is antisymmetric. This 
antisymmetric property is due to the twofold application of 
the Jacobi identity. In the general case for the primary first 
class constraints on Mk and the K-ary constraints, we will 
have 

APPENDIX C: RELATION TO DIRAC BRACKET 

We want to study the relation between the procedure 
developed in the text and the standard Dirac bracket formal­
ism for the second class constraints when there are no quar­
tiary constraints. In this case the second class constraints are 
<1>(0) <1>(0) <1>(0) <1>(1) <1>(1) <1>(2) if we use the Dirac bracket 

J4,' I'i' Jl2' #'1' 1'2' 1'2' 
with respect to <I>(~) <I>(~) <I>(~), Eq. (3.48), we only need to 

1'0 1'1 1'1 

consider the constraints <1>(0) <1>(1) <1>(2). LetX denote any-
1'2' Ill' p,i ,ui 

one of those constraints and matrixD (~), ={x ,X_,}H,. Us-
1'2V2 1'2 v2 

ing the relations 

{<I>(O) <l>m}H, = {<I>(O) <I>(2)} 
.ui' vi MI .ui' V 2 ' 

we have 

D(3l=( ~ 
M, C(3l 

o 
_C(3l 

B 

_C(3) 
-B 
Q 

(CI) 

(C2) 

whereC(3l isgivenbyEq. (3.32). TheinversematrixD(3l-Iis 
given by 

where 

C(3l-IBC(3l-I 

_C(3l-I 

o 

C(3l-I) 
o , 
o 

(C3) 

M = C(3l-IQC(3l-I + C(3)-IBC(3l-IBC(3l-I. (C4) 
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At this point we can write the final Dirac bracket 

{A.B}H, = {A,B}H2 - {A,Xu' }H'D ~~v) ,- l{X v,B}H2
• 

,..-2. ,....2 2 2. 

If we consider (C5) for the case B = He' we obtain 

{A,He}H, = {A,H ~3)}. 
M. 

Therefore the evolution on M2 with the Dirac bracket for­
malism coincides with our procedure. 

APPENDIX D: PROPERTIES OF THE OPERATOR K 

Here we want to show that the operator K, 

K: AO(T*Q) .... Ao(TQ), (01) 

given by 

K=~FL*~+ aL. FL*~, (02) 
aql aq' api 

applied to the primary Hamiltonian constraints <I>~O) pro­
duces the first generation of Lagrangian constraints X~O). In 
fact 

a<I>(O) aL a<I>(O) 
K<I>(O) = qiFL* --1"- + - FL* __ 1"_, J.L = I, ... ,m to 

I" aqi aqi api 
(03) 

and from Eqs. (2.7) and (2.21) we have 
a<I>(O) 

FL*-al" =,,;., (04) 
'Pi 

a<I>~O) . a 2L aL 
FL*-r-= -rJ --- -r - (05) 

aqi I" aql aql I" aqi ' 

therefore 

K<I>(O)=r!(aL_ a
2
L '1)= (I). (06) 

I" I" aql aqiaq} q XI" 

In general, the operator K applied to a function 
geAo(T*Q) gives its temporal derivative expressed in 
AO(TQ), which we denote byfa (q,q). Let us now study the 
projectability of fa : 
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(r J.) = (FL* ag )r qi + (FL* ag )r aL. (07) 
1"8 ~ I" ~ I"~ 

Using (04) and (05) we obtain 

rl"fa = FL*{g,<I>~O)}. (08) 

Thereforefa .... A ° ( TQ) will be FL-projectable if g +- A ° (TQ) 
is a first class function with respect to the primary first class 
constraints on Mo. In particular using (08) we have 

r X(I) = FL*{<I>(O) <I>(O)} (09) 
p. v v , J.t ' 

which states only that the Lagrangian constraints associated 
with the first class primary constraints are FL-projectable. 
Another consequence of (08) is 

r X(2) = FL*{<I>(I) <I>(O)} 
ItoVo Vo'I-'o' 

which tells us that the only Lagrangian constraints associat­
ed with the secondary Hamiltonian constraints which are 
first class with respect to the primary first-class constraints 
on M o are weakly FL-projectable. 
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Chebyshev polynomials and quadratic path integrals 
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A simple method for the evaluation of path integrals associated with quadratic Lagrangians is 
discussed. This approach makes use of a relationship between the Van Vleck-Morette 
determinant and a limit that involves the Chebyshev polynomials of the second kind. 

I. INTRODUCTION 

In this brief paper we would like to point out a connec­
tion between the Van Vleck-Morette determinant of a path 
integral over a quadratic Lagrangian in one spatial dimen­
sion, and the Chebyshev polynomials of the second kind 
UN (X). Let the Lagrangian be given by 

L = (mI2){x2 _m2x2} . (l) 

Following Schulman I [see Eqs. (6.16) and (6.17) on p. 34], 
we write the propagator as 

G(Xb,tb;Xa,ta) = exp{iS(Xbh;Xa,ta )} 

X lim (~)1/2 Jao IT (11'-1/2 dYn) 
N-oo 211'IE - 00 n = I 

xexp{ - j~O [(Yj+ I - Yj)2 - cm
2
yJ] } , 

(2) 

where E= (tb -ta)/(N+ I) and YO=O=YN+I' To 
evaluate the N-dimensional integral we first define a vector Y 
in N dimensions 

(3) 

(the tilde denotes transpose; our Y is denoted as '1J by Schul­
man), and a real symmetric N X N matrix TN such that 

N 

yTNy = 2: (Yj+ 1 - Yj)2. 
j=O 

As is well known, and as Schulman explicitly shows, TN has 
diagonal matrix elements equal to 2, matrix elements equal 
to - 1 directly above and below the main diagonal, and 
matrix elements equal to zero elsewhere. We define a real 
symmetric N XN matrix TN (x) by replacing the diagonal 
matrix elements of TN' namely 2, by 2x. We have 
TN (1) = TN' We note thatthe argument of the exponential 
in the integrand of Eq. (2) can be written as 

N 

- 2: [(yj+ I - Yj)2 - cm2 yJ] 
)=0 

= - yTNy + cm2yy = - y{TN(1) - cm2/}y 

= - yTN (1- c(2/2)y. 

Hence the propagator ofEq. (2) is given by 

G(Xb,tb;Xa,ta ) 

= exp[ is(Xb,tb;Xa,ta)] 

X lim {mI211'iE det[TN (1 - c(2/2) p1/2. (4) 
N_oo 

Weshallprovethatdet TN(x) = UN(x),sothatinthissim­
pIe case the Van Vleck-Morette determinant involves the 
limN_oo EUN (1 - c(2/2). 

II. CHEBYSHEV POLYNOMIALS OF THE SECOND KIND 

As discussed in the previous section, we define a real 
symmetric N X N matrix according to 

2x -1 0 0 
-1 2x -1 0 

TN(x) = 0 -1 2x -1 (5) 

0 0 -1 2x . . . . . . . . . 
Let 

DN(x) = det TN (X) . (6) 

We find that DN(x) =2xDN_dx) -DN_ 2 (X), a result 
that follows easily upon expanding det TN (X) along the first 
row. Letting N - I-N, we record this result as 

DN+dx) -2xDN(x) +DN_dx) =0. (7) 

Moreover, Eqs. (5)-(7) imply that 

D N (1)=N+l. (8) 

Hence, by Eqs. (7) and (8) we deduce that the DN(x) are 
the Chebyshev polynomials of the second kind UN (X) (see 
Ref. 2) DN(x) = UN(x). 

The UN (X) maybe defined as 

UN (X) =sin(N+ I)O/sinO, (9) 

where x = cos 0 (see Ref. 2). For the problem at hand, 
x = 1 - cm2/2, so that OZEm. We see that 

lim EUN(1 - c(2/2) = sin [ m(tb - ta >JIm. 
N_oo 

Thus we find that 

G(xb,tb;Xa ,ta) = [mmI211'i sin{m(tb - ta)}] 1/2 

Xexp{iS(Xb,tb;xa,ta )} . 

Although we have obtained nothing new, the reader may 
find some appeal in the directness and simplicity of this ap­
proach that utilizes the Chebyshev polynomials of the sec­
ondkind. 
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Parametrization of the linear zeros of 6j coefficients 
J. J. Labarthe 
Laboratoire Aime Cotton, Centre National de la Recherche Scientifique IL B8timent 505, F-91405 Orsay 
Cedex, France 

(Received 16 January 1986; accepted for publication 28 July 1986) 

The linear zeros of 6j coefficients are fully parametrized apart from a multiplicative factor in 
terms of four integers. 

I. INTRODUCTION 

Zeros of 6j have been studied recently by means of Dio­
phantine equations. l

-4 Racah's expression for the 6j is an 
alternating polyndmial mUltiplied by a normalizing factor. 
Equating the polynomial to zero gives an equation to be 
solved in integers (Diophantine equation). The case that has 
been studied mainly is that of linear zeros (also called zeros 
of degree 1. or of weight 1). in which the polynomial is a sum 
of two terms. Some results have been obtained also in the 
case of zeros of degree 2 in which the polynomial is a sum of 
three terms. 3 

In this paper we present a complete parametrization of 
the linear zeros of the 6j. 

Rather than using the angular momenta. we use the de­
composition of 6j in terms of closed diagrams.5 The corre­
sponding theory has been developed for coupling-recou­
pling coefficients (3j.6j.9j.I2j •... ) in general. It allows one to 
obtain a formula of the same form as Racah's 3j and 6j for­
mulas for any coupling-recoupling coefficients. Since this 
theory was presented in a rather abstract way. we specialize 
it in Sec. II for 6j. in which case the closed diagrams are the 
same as the extremal elements. 

II. DECOMPOSITION OF 6/ IN TERMS OF EXTREMAL 
ELEMENTS 

Let E denote the set of arrays [:i:;] formed of integers 
or half-integers that satisfy the triangle conditions of the 
6j{:i:;}. If 

x = [~ ! ;]. x' = [;', ~: ;:] 

we define 

[
a + a' b + b' e + e'] 

x + x' = d + d ' e + e' f + f' · 

[
Aa Ab Ae] 

AX= Ad Ae AI' 

It is easily seen that if xeE. x'eE. AeN. then x + x'eE 
and AXeE. In other words E is closed under addition and 
under multiplication by a non-negative integer. 

Let us call an element ueE reducible if it can be written 
as a sum u = x + y of nonzero elements x. yeE. An extremal 
element is a nonzero element of E that is not reducible. 

There are seven external elements in E. namely. 

e l = [! ! 0] e2 = [°0 ! !] e3 = [! ° !] 
!!O' !!. !O!' 

e4 = [6 6 ~]. es = [~ 6 6]' e6 = [6 ~ 6]' 
e7 = [~ ~ ~]. 
Every xeE can be decomposed over extremal elements 

7 

x = L ajej> ajeN. 
;=1 

(1) 

but since the extremal elements are linked by the relation 

el + e2 + e3 = e4 + es + e6 + e7• (2) 

this decomposition is not unique. in general. However. the 
number of different decompositions is always finite. 

Now we rewrite with our notation Racah's formula for 
the value of the 6j corresponding to the array xeE: 

J.. L (- )lal(lal + I)! 
N [a!] • 

(3) 

where the sum runs over all the different decompositions of x 
over extremal elements. [a!] =al!a2!···a7!' lal =l:l=la;. 
and N is a normalization factor. the explicit form of which is 
not useful for finding the zeros of the 6j. 

Let us mention briefly how the symmetries of the 6j (in­
cluding Regge symmetries) come about in this picture. They 
correspond to permutations of extremal elements within 
(e l .e2.e3 ) and (e4.eS.e6.e7 ). These 6X24 permutations leave 
Eqs. (2) and (3) unchanged. 

One of these symmetries apart. the 6j for which sum (3 ) 
contains two terms have arrays with two possible decompo­
sitions: 

[
(A+C+T-l)/2 (A+B+S-I)/2 (B+C+S+T-2)/2] 

(B+ n12 (C+S)/2 (A +S+ T-l)/2 

= e l + Se2 + Te3 + (A - I )e4 + (B - 1 )es + (C - 1 )e6 

= (S - I )e2 + (T - 1 )e3 + Ae4 + Bes + Ce6 + e7• 
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where A, B, C, S, and T are integers ;;> 1. 
Such a 6j has value zero if and only if 

ABC = ST(A +B+ C+S+ T). (5) 

Remarks: (1) Various formulas other than Eq. (3) are 
known for the value of the 6j, so the definition of a zero of 
degree k (when the polynomial part of the formula is a sum 
of k + 1 terms) depends on the formula. However, for the 
formulas (22.1b,v,g,d) of Jucys and Bandzaitis6 it can be 
checked that the number of terms of the polynomials is al­
ways greater than or equal to the number of terms in Racah's 
formula. So a zero of degree k for such a formula is a zero of 
lesser or equal degree for Racah's formula. Racah's formula 
is then simpler; for example, a linear zero for Racah's for­
mula can appear as a zero of degree 2 for another formula. 
Let us notice, however, that there is always a symmetry of 
the 6j such that the degrees become equal. 

(2) Equation (5) is the same asEq. (4b) of Brudnoand 
Louck!. They found too that the variables S,T ,A,B, and C 
were the most convenient ones. 

( 3) The general coupling-recoupling coefficient is ex­
pressed by a formulaS similar to Eq. (3) that can be used to 
study the zeros of these higher coupling-recoupling coeffi­
cients. We only examined the case of9j of degree 1, but noth­
ing really new results since these 9j reduce to 6j or 3j coeffi­
cients by formulas like Eq. (24.16) or (25.14) ofJucys and 
Bandzaitis.6 

III. PARAMETRIZATION OF THE LINEAR ZEROS 

Equation (5) is homogeneous so that from a given solu­
tion (A,B,C,s,T) we can generate a ray of solutions 
(A.A"tB"tC"tS"tT) obtained by multiplication by 

A. = p/gcd(A,B,C,S,T) , (6) 

where p is an integer and gcd( ... ) designates the greatest 
common divisor. The general solution is obtained by finding 
one solution on each ray and then by multiplying by the 
factor A.. 

Theorem: All solutions of Eq. (5 ) are obtained exactly 
once by multiplying the factor A. with the parametrized solu­
tion 

A = (ab - st)a, 
B = (ab - st)b, 
C = st(a + b + s + t), 
S = (ab - st)s, 
T = (ab - st)t, 

(7) 

where the strictly positive integers a,b,s,t are relatively 
prime, and such that ab > st. 

Proof: Let us start with any solution (A ',B ',C',s',T') of 
Eq. (5). Then we can write 
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A'=qa, B'=qb, S'=qs, T'=qt, (8) 

whereq = gcd(A',B ',s',T'),anda,b,s,tarerelativelyprime. 
Rewriting Eq. (5) as 

(ab - st)C' = qst(a + b + s + t), 

and multiplying the solution given by Eq. (8) by (ab - st)/ 
q, we obtain another solution on the same ray. This solution 
is that given by Eq. (7). This proves that all solutions are 
obtained by multiplying (6) and (7). Conversely it is easily 
checked that different sets of a,b,s,t"t give rise to solutions of 
Eq. (5), which are different because of the condition 
gcd(a,b,s,t) = 1, thus proving the theorem. 0 

IV. CONCLUDING REMARKS 

( 1) The simplicity of the parametrization has been 
reached at the expense of symmetry: Equation (7) is not 
symmetric in the permutations of A, B, and C. A symmetric 
parametrization seems much more difficult to obtain. ! This 
can be compared with the famous Pythagorean equation 
x2 + Y = z2. A classical theorem7 states that the general s0-

lution with integers x, y,z is given by multiplying by a factor 
the parametrization 

x=r-s2
, y=2rs, z=r+s2

, 

where rand s are integers. This parametrization is not sym­
metric inx andy. 

(2) From Brudno and Louck! we have that Eq. (5) for 
rational numbers is equivalent to a system of Diophantine 
equations 

X+Y+Z=U+V+W, 

X 3 + y 3 +z 3 = U 3 + V 3 + W 3
• 

The parametrization (7) gives then a full set of solutions 
of this system as (apart from a multiplicative factor) 

X=ab(a+b+2s) +st( -s+t), 

y = ab(a + b + 2t) + st(s - t), 

Z=ab(a-b) -st(2a+s+t), 

U = ab(a + b) - st(2a + 2b + s + t), 

V= ab(a - b) +st(2b +s + t), 

W=ab(a+b+2s+2t) -st(s+t). 
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General recurrence relations for the calculation of two-center harmonic oscillator (HO) 
integrals are obtained by means of a hypervirial-IUc:e-theorem commutator algebra procedure, 
combined with a second quantization formalism. The method is based on a linear 
transformation between the creation and annihilation operators of two displaced HO with 
different frequencies. Ansbacher's recurrence relations for the calculation ofFranck-Condon 
factors are obtained straightforwardly from the proposed general recurrence relations. The 
application to polynomial, exponential, and Gaussian operator integrals is shown and new 
recurrence relations are given. In all cases, the proposed recurrence relations reduce, as 
particular cases, to the corresponding formulas for the calculation of one-center integrals. 

I. INTRODUCTION 

Closed formulas for two-center matrix elements of 
quantum mechanical operators in the harmonic oscillator 
(HO) representation can be evaluated in a number of differ­
ent analytical or algebraic ways. Whether these are obtained 
by direct integration with wave functions or indirectly by the 
use of the generating function, 1 the Hermite polynomials are 
explicitly or implicitly involved. As an example, Morales et 
al.2 have proposed an algebraic approach based on the com­
bined use of Cauchy's integral formula for a complex vari­
able and the Baker-Campbell-Hausdorff theorem to deter­
mine closed formulas for the evaluation of matrix elements 
of polynomials operators in the HO representation; a more 
general closed formulation for arbitrary operators will fol­
low in a forthcoming publication. However, despite the aes­
thetic advantage of the closed form expressions, in practice, 
they are sometime cumbersome to use making the recur­
rence relations desirable. In this aspect, we have proposed 
recently3 an algebraic procedure, based on the hypervitial 
theorem and ladder operators, which is useful in the deter­
mination of general recurrence relations in the calculation of 
one-center HO integrals of arbitrary operators. The results 
thus obtained are given in terms of eigenenergies and poten­
tial parameters without the explicit use of the eigenfunc­
tions. In the present work, the idea expressed in Ref. 3 is 
extended to the determination of the appropriate general re­
currence relations for the calculation of two-center HO ma­
trix elements; this is displayed in Sec. II. The subsequent 
sections are devoted to the application of the proposed gen­
eral recurrence relations to the determination of the corre­
sponding expressions to overlap, polynomials, exponential, 
and Gaussian operators. New recursion formulas are given 
and are shown to be very easy to handle. 

II. GENERAL FORMULATION 

In order to determine general recurrence relations for 
calculation of two-center HO integrals, let us consider two 
displaced HO's with different frequencies (OJE,OJG) and re­
spective Hamiltonians: 

"'-
HG = (ot oG +!)aG, (2.1 ) 

and 
"'-
HE = (0: OE +!)aE , (2.2) 

where a G = wG and a E = WE' Here G and E refer to the 
ground G ( I and excited I )E states, and oG (ot ) 
[ 0: (0 E )] are the creation (annihilation) operators with 
the properties 

0: In)E =.J1i+T In + 1)E' 0Eln)E = min -1)E' 

(2.3) 

G(mloG =~m + 1 G(m + 11, 

G(mlot = rm G(m - 11· 
(2.4) 

In the most general case, these two HO's are centered at 
"'- "'-

different equilibrium positions (XE,xG) and have dift'erent 
force contartts. However, the positions for both oscillators 

"'- "'-
are related to each other by X G - X E = I. Consequently, for 
the derivation of recurrence relations useful for practical cal­
culations, the spatial displacement and different frequencies 
can be treated simultaneously by using the linear transfor­
mation between the ladder operators {oG,ot ,I} for the 
ground state and those corresponding to the excited state 
{OE'O: ,I}, this relation is conveniently given by the or­
dered expressions4 

and 

(1 + /p)o: = - ..[2f3r - (1 - {:J2)OE + 2{:J ot , 
(2.6) 

where {:J and r are the spectroscopic constants given by 

{:J = (J.tEOJEIJ.tGOJG) 1/2 and r = (J.tGOJGIIi) 1/2 I, 

where J.t E (J.tG) is the corresponding mass. 

A. Right-hand recurrence relation (n>m) 

Letl (OE'O: ) = IE be a function that may be expanded 
in power series in 0 E and 0: that satisfy the commutation 
relation [OE'O:] = 1; the choosing ofj(aG,ot) leads to 
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A similar results. It can be showns that [HE./(at ,aE)] = aE at aEIE + IE{~ aE -HE}' 

[ " 1(" + " )] alE aE, aE ,aE = !I"+ ' 
daE 

(2.7) (2.9b) 

[ "+ 1("+ " )] alE aE, aE ,aE = --;:-. (2.8) 
The normal ordered expression given in Eq. (2.6), combined 
with the commutation relation 

daE 
An hypervirial-like-theorem commutator algebra6 leads to 

[HE./(at ,aE)] = aE {at ::; - !: aE}, (2.9a) 

and 
and the properties specified in Eqs. (2.3) and (2.4), trans­
forms Eq. (2.9a) into 

(2.10) 

+ 2Pat IEaE - (l-P 2) _a---:..2j;.:...E __ 2(l-p2) ::: aE - (l-p2)/EaEaE 
aat aat daE 

transforms Eq. (2.9b) to 

[( I + p2)/aE] G (ml [HE,IE] In) E = - ,[2Pr G (ml ::: In) E - Pr..[2n G (mitE In - I) E 
daE 

The general right-hand recurrence relation for the calculation ofHO integrals leads trivially, when matching Eq. (2.10) and 
Eq.(2.11), to 

G(m!f(at ,aE)ln)E = - Pr 2 fI G(mltEln -I)E +~ ~ G(m -IItEln -I)E 
I +P -V n I +P -V n 

--- --G(mItEln-2h--- -G(ml-In-Ih I_P 2P_I I_P 2 jf alE 
l+p2 n l+p 2 n aat 

I alE +-G(ml-,,-In -Ih, m,m=l=O, n>m. 
..[ii aaE 

(2.12) 

B. Left-hand recurrence relaUon (m>n) 

The twin general recurrence relation ofEq. (2.12) is similarly obtained from 

2P [H.h] ,,+ alE I - P 2 "+ alE alE" I - P 2 alE " 
I +p2 G' E =aG aat - I +p2 aG aaE - aaE a

G + 1 +p2 aat aG, (2.13) 

and 

[HG./E] = (HG - aG/2)/E - aaiE at aG . (2.14 ) 

In order to avoid the operator aG at the right side ofthe/E derivative, we can use, in Eq. (2.13), the identities 
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alE a
G 

= a
G 

alE + 1 - /3 2 a 21E 1 + /3 2 a :IE 
aaE aaE 2{3 aaE aaE -~ aal aaE ' 

and 

alE A A alE 1 - /3 2 a :IE _ 1 + /3 2 a 21E 
!)A + aG = aG aA + + -2{3 !)A !)A + 2{3!)A + !)A + daE aE vaE daE vaE daE 

along with the ordered expression (2.5). Thus, the use of the commutator relations 

a alE = a :IE + alE a 
E !)A + !)A + !)A + !)A + E' vaE vaE vaE daE 

A alE a:lE alE A 

aE -y:- = aA +!)A + -y:- aE , vaE aE vaE daE 
with the properties specified in Eqs. (2.3) and (2.4), allow us to obtain 

1 -G(ml [HG.JE] In}E 
a E 

1 + /3 4 alE 1 - /3 2 alE 
= Jiii G(m -ll-ln}E ---Jiii G(m -ll-ln)E 

/3(1 + /3 2) aal /3 aaE 

+ /3r(1-/32) ( I alE I) /3r ( I alE I ) + (1-/3
2)2 ( I a:lE I) .!..-!..-'-------'-~Gm--nE--Gm--nE -- Gm n E 

.j2(1 + /3 2) aal .j2 aaE 2{3 aaE aal 
(1-/32)3 a21E 1-/34 a21E 

- 4{32(1 + /3 2 ) G (ml aal aal In) E - 4{i2 G (ml aaE aaE In) E 

(
1_/32)2 a:lE 1-/3 2 alE alE 

+ -- G(ml A+ A In)E+--2..JnG(ml---=-+ln-l)E-..JnG(ml-A-ln-1)g. 
2{3 aaE aaE 1 + /3 aaE aOE 

In the same way, the identity 

A p ..(2{32r A + /3r alE /3r (1 - /3 2) alE 
IEaG aG = 1 +/32 aG IE + .j2 aaE - .j2 (1 +/3 2) aal 

+ 1 - /3 2 a + a + J; + 1 - /3 2 a + alE _ (1 - /3 2) 2 a + alE 
1+/3 2 G G E 2{3 E aaE 2{3(1+/32) G aal 

(2.15) 

(2.16) 

(2.17) 

(2.18 ) 

(2.19) 

I - /3 2 alE A + (1 - /3 2) 2 alE A + 2{3 A + J; A alE A 1 - /3 2 alE A 2 20 
+ ~ aaE a

G - 2{3(1 +/3 2) aal °G + 1 +/3 2 aG EOE + aaE a
E - 1 +/3 2 aal °E' (.) 

with the commutation relations 

alE aJ = aJ alE + 1 + /3 2 a :IE __ 1 _-_/3_2 a :IE 
aaE aaE 2{3 aaE aaE 2{3 aal aaE 

(2.21 ) 

and 

alE A + _ A + alE + 1 + /3 2 a :IE 1 - /3 2 a :IE 
!)A + aG - aG !)A + -2{3 aA !)A + - -2{3 !)A + !)A + oaE vaE aE vaE dOE dOE 

(2.22) 

is used in Eq. (2.14) along the properties of ladder operators in order to get 

1 -G(ml [HG.JE] In}E 
a G 
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Both Eqs. (2.12) and (2.24) are exact general recurrence 
relations for the calculation of two-center HO integrals of 
I (aE,(zt ) arbitrary operators. 

Before presenting some examples that show the useful­
ness of the proposed general recurrence relations, we want to 
point out that these equations contain, as a particular case, 
the generalized recurrence relation for the calculation of 
one-center HO integrals ofl (a,a +) arbitrary operators.3 In 
fact, in the particular case of (i)E = (i)G and 1=0 we get 
p = 1 and y = O. Consequently, Eqs. (2.12) and (2.24) re­
duce to7 

(m - n)(mlf(a+,a)ln) = Jm (m - 11 ~ In) 
aa 

r:: al 
-'In (ml aa ln - 1). 

(2.25) 

This last equation is identical to that obtained from the hy­
pervirial theorem and the second quantization formalism. 3 

III. APPLICATIONS 

In this section we present the most useful particular 
cases used in literature and new recurrence relations for the 
calculation of integrals of power, exponential, and Gaussian 
operators are shown. 

A. Overlap Integrals 

These kind of integrals are particularly useful through 
the so-called Franck-Condon factors and are obtained 
straightforwardly when I (aE,at ) = const. In such a case, 

(3.1 ) 

When applied to Eqs. (2.12) and (2.24), the following ex­
pressions are obtained: 
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(2.23) 

(2.24) 

(3.2) 

=-- -G(m- 1In )E p2y ~ 
1+p2 m 

+-- -G(m -lin -1)E 2/3~ 1 +p2 m 

+-- --0(m- 2In)E' 1-P2R-1 
1 +p2 m 

(3.3) 

These are the well-known recurrence relations given by Ans­
bacher8 widely used in vibrational spectroscopy for the cal­
culation of Franck-Condon factors. Their usefulness stems 
from the fact that any overlap can be calculated from the 
generator transition element 

( 2/3 )112 ( p2y) 
o(OIO)E = 1 +p2 exp - 2(1 +p2) , (3.4) 

which has been also evaluated algebraically elsewhere.4 

B. Integrals of power operators 

Let 

I A A+ AX A k + 1 3 (aE,aE ) = X E = X E , ( .5) 
A 

where the position operator XE is defined in terms ofladder 
operators by 

XE = (aEI..ji) (aE + at) . (3.6) 

Its partial derivatives are given by 

alE = alE = (k + 1) aE X~ . (3.7) 
aaE aat ..ji 

At this point it should be noted that, depending on the choice 
of X t + I) in terms of ladder operators, many recurrence 
relations can be obtained from the general right and left­
hand recurrence relations. However, the most useful recur­
sion formulas come from the identities 

(a) (3.8a) 

and 

(b) (3.8b) 

In case (a), the use of the definition (3.6) in the general 
right-hand recurrence specified by Eq. (2.12) leads to 
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n(n - 1)(1 +p2)G(mlx~ln>e 

= [p 2(2k + 1) - 2n + 31~n(n - 1) G(mlx~ln - 2)£ 

+ 2{J(n -1)..[iM G(m - llx~ln -1)E + 2{J~mn(n - l)(n - 2) G(m - llx~ln - 3)E 

- (1-p2)~n(n -l)(n - 2)(n - 3) G{mlx~ln -4>e -/Jr(n - 1)..[2i G{mlx~ln -1)E 

-Pr~2n(n - l)(n - 2) G(mlx~ln - 3>e. (3.9) 

Similarly, the corresponding second recurrence relation for the calculation of integrals of X~, is obtained from the general 
left-band recurrence relation, i.e., 

mn(1 +/J2) G{mIX~ln)E 
= - (1 +p2)m~n(n -1) G{mIX~ln - 2)£ +/J2rn~2m G(m - lIX~ln>e +/J2r~2nm(n-1) 

XG(m - llX~ln - 2)E + 2{J(n + k)..[iM G(m -IIX~ln -1)E + 2{J~mn(n -1)(n - 2) 

xG(m -lIX~ln - 3)£ + (1-/J2)n~m(m -1) G(m -2IX~ln>e 
+ (l-p2)~m(m -1)n(n -1) G(m - 21X~ln - 2)£, m#O. 

We can observe that in the case of {J)E = {J)G and 1 = 0, the above two equations reduce to 

(m -n + 1)rn(mIXk ln) = (k+ nJm(m -llXkln -1) - (m -n + k+ 2)~n -1 (mlXkln - 2), 

(3.10) 

n + m>2, n#m + 1 , (3.11) 

that is, one of the recursion relations obtained from the hypervirial theorem and ladder operators for the calculation of X k one­
center HO matrix elements [Eq. (4.4) in Ref. 3]. 

Case (b) can be treated similarly through the identity 

at + aE = /JaG + /J ad - .[2{Jr. 

in order to get the recurrence relations 

mn(1 +/J 2
) G(mIX~ln)E 

= - n(1 +/J2)~m(m -1) G(m - 2IX~ln)E 

+ r(1 +/J2)n~2m G(m - lIX~ln)E + 2{J~nm(m - l)(m - 2) G{m - 31X~ln -1)E 

+ 2{J(Y + k + m)..[iM G{m - llX~ln -1)E - 3/Jr~2nm(m - I) G(m - 21X~lm -1)E 

2 "'k 2 "'k - (I-I" ).Jm(m -1)n(n -1) G(m - 21X Eln - 2)E - m{1-/J ).In(n -1) G(mIX Eln - 2)E 

and 

m(m - 1)(1 +/J2) G{mIX~ln)E 
= [2k+ I-p2(2m+2y-3)]~m(m-1) G{m-2IX~ln>e 

+ r(1 + 2{32)(m - 1).j2ni G{m - lIX~ln)E + r(2{J2 - 1)~2m(m - l)(m - 2) G(m - 3IX~ln>e 

+ 2{J~nm(m - l)(m - 2) G{m - 31X~ln -1)E + 2{3(m -l)..[iM G(m - llX~ln - l>e 

(3.12) 

(3.13) 

- 2{Jr~2nm(m -1) G(m - 21X~ln - I)E + (1-/J2)~m(m -1)(m - 2)(m - 3) G(m - 4IX~ln)E' (3.14) 

As before, the above equations reduce to the corresponding 
one-center recursion relation when I" = 1, r = 0, i.e., 

(n - m + 1)",", (mlX k In) 
= - (n - m + k + 2)( ~m - 1 (m - 21X k In) 

+ (k+ l)rn(m -llXkln -1), 

n + m>2. n#m - 1 • 

as reported in Ref. 3. 
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(3.15) 

c. Integrale of exponential operators 

Let 

'" I (aE,at ) = exp( -pXE) . 

Tbeuseof 

(3.16) 

alE alE paE '" -,.-=--;;:-;-= ---exp( -pXE }. (3.17) aaE aaE ,fi. 
in the corresponding equations (2.12) and (2.24) leads 
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straightforwardly to the useful recursion relations 
A 

G(mlexp( -pXE)ln)E 

(3.18) 

The generator matrix element is given by 

A [(ppr + {Pp2/2)] G(Olexp( -pXE)IO)E =exp 2 G(OIO)E' 
(1 +P ) 

(3.20) 

The corresponding recurrence relation for one-center HO 
integrals is3 

A 

(m - n)(mlexp( -pX)ln) 

= p ~ (nI2) (mlexp( - pX) In - 1) 

-p ~(mI2) (m - llexp( -pX)ln) , 

with generator 

A 

(Olexp( - pX) 10) = exp(ip2) . 

D. Integrals of Gaussian operators 

We consider finally 
A 

l(aE,a:) = exp( -pXi) . 

In this case, the normal ordered relation 

(3.21) 

(3.22) 

(3.23) 

alE alE 2,8pa~ A + A 2 .(2,8rpai A 2 2,8 2pai A 2 A 

-A-=--:+= ---aG exp( -pXE) + exp( -pXE) - exp( -pXE)aE , (3.24) 
aaE aaE 7J 7J 7J 

where 7J = 1 + P 2 + 2,8 2ai p, is used, respectively in, Eq. (2.12) and Eq. (2.24) in order to get the appropriate recurrence 
relations: 

with generator given by 

G(Olexp( -pX~)IO)E 

=(1+s)-1/2exp(-~ S )G(OIO)E' (3.27) 
2 (1 + s) 

where 

s=2pP2/(l +p2
). 
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I 

(3.25) 

(3.26) 

As before, the particular case of the corresponding recur-
rence relation for the evaluation of one-center integrals 
arises from Eqs. (3.25) and (3.26) forp = 1 and r = o. It is 
written 

A 

(m -n)(mlexp( -pX2)ln) 

= [pl(l + p) ]~n(n - 1) (mlexp( - pX2) In - 2) 
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- [P/O +p)]~m(m-l) 

X(m -2Iexp( -pX 2 )ln). (3.28) 

This last equation can be transformed, by the use of the iden­
tity3 

[1/0 +p)]exp( _pX2)fJfJ 

= exp( - p X 2)fJ+ fJ + exp( - p X2)fJfJ 

- [1/(1 +p)]fJ+ exp( _pX2)fJ, (3.29) 

into the useful recurrence relation 

(m - nO + p»)(mlexp( - p X2) In) 

=p~n(n -1) (mlexp( _pX2)ln - 2) 

- [P/(1 +p)] ..Jmiz(m -11 exp( _pX2)ln -1) 

- [P/(l +p)] ~m(m -1) 

X (m - 21exp( - p X2) In) , (3.30) 

from where it is directly recognized that 

(mlexp( _pX2)ln) = O~n + m = odd. (3.31) 

It should be noted that the use of the recurrence relation 
specified by Eq. (3.30) needs only the knowledge of the ele­
ment 

(Olexp( _pX2)10) = (1 +p)-1/2, 

avoiding the Chan-Stelman diamond rule.9 

IV. DISCUSSION 

(3.32) 

We have obtained general recurrence relations for the 
calculation of two-center HO integrals of arbitrary opera-
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tors, by means of a method that proposes the combined use 
of an hypervirial-like-theorem commutator algebra and sec­
ond quantization formalism. Comparatively, the proposed 
formulas are by far easier to handle than the corresponding 
ones given previously by Wong. 1 For example, the particular 
case of overlap integrals is straightforwardly deduced from 
our recursion formulas and the respective Ansbacher recur­
rence relations for the calculation ofFranck-Condon factors 
are rederived. The proposed general recurrence relations 
have been also applied to the particular case of power, expo­
nential, and Gaussian functions and new recurrence rela­
tions are given. In addition, the recursion formulas reduce, 
in all cases, to the appropriate recurrence relations for the 
calculation of one-center HO integrals. The algebraic proce­
dure shown here can be extended to other potentials. 

'c. W. Wong, NucJ. Phys. A 147, 563 (1970). 
2J. Morales, A. Palma, and M. Berrondo, Int. J. Quantum Chern. S18, 57 
(1984). 

3J. Morales, A. Palma, and L. Sandoval, Int. J. Quantum Chern. 29, 211 
(1986). 

4A. Palma and J. Morales, Int. J. Quantum Chern. S17, 393 (1983). 
sw. H. Lojlissell, Quantum Statistical Propertieso/Radiation (Wiley, New 
York, 1963). 

6J. O. Hirschfelder, J. Chern. Phys. 33, 1462 (1960). 
7In all cases where we consider the particular recurrence relations for the 
calculation of one-center integrals, it should be noted that we use natural 
units Ii = p. = fJ) = 1. 

sp. Ansbacher, Z. Naturforsch. Teil A 14, 889 (1959). 
9S. I. Chan and D. Steiman, J. Chern. Phys. 39, 545 (1963). 
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3 +1 Reggt calculus with conserved momentum and Hamiltonian constraints 
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The Einstein action is evaluated for space-times whose three-metrics on a family of spacelike 
hypersurfaces are piecewise flat. The 3 + 1 action of Lund and Regge (F. Lund and T. Regge 
(private communication)], recently generalized by Piran and Williams (T. Piran and R. M. 
Williams, Phys. Rev. D 33, 1622 (1986)], is recovered in this way. A natural interpretation of 
the momentum constraint is obtained for simplicial initial data sets; and, by incorporating a 
nonzero shift vector and a nonconstant lapse, one finds a formalism in which the constraints 
are preserved by the time evolution. (In contrast to the continuum case, the constraints are not 
conserved if the lapse and shift are chosen a priori.) A consistent Hamiltonian formalism is 
readily obtained by the standard (Bergmann-Dirac) procedure or, alternatively, by 
algebraically solving the constraint equations for the lapse and shift on each three-simplex. 
Explicit solutions to the classical equations are found for spaces built from congruent 
simplices. In this special case, the action is that of a free relativistic particle moving in a curved 
space-time with indefinite metric and a ccJnformal timelike Killing vector. For general space­
times, if one a priori sets the shift vector to zero, the action has the form of a sum of such free­
particle actions, but one for which the different particles interact by having coordinates in 
common. 

I. INTRODUCTION 

Despite the formal elegance of the four-dimensional 
Regge calculus, I it has not yet been used in numerical calcu­
lations of explicit classical space-times. This is due partly to 
the fact that its initial value formulation2 is unfamiliar, as is 
the required machinery of four-dimensional polytopes. Sev­
eral calculations have been done, however, using 3 + 1 ver­
sions, in which space-time is a Cartesian product of a simpli­
cial space and a continuous or discrete time axis.3

-
12 An 

action and associated Hamiltonian for a 3 + 1 theory (with 
time continuous) was given for homogeneous, isotropic 
spaces by Lund and Regge l3 in unpublished notes; and a 
generalization to arbitrary space-times has recently been ob­
tained by Piran and Williams. 14 Their formalism does not, 
however, include a discrete version of the "momentum con­
straint" of the continuum theory, the analog in gravity of the 
Gauss constraint of electromagnetism. For homogeneous 
space-times, this constraint is automatically satisfied, but in 
the general case it is needed to complete the theory. Mote­
over, as Piran and Williams observe, the Hamiltonian con­
straint is not conserved by the time evolution of the system, 
at least not when the lapse is chosen a priori. 

In the present paper, we obtain a theory that incorpo­
rates Ii natural version of the momentum constraint, by eval­
uating the continuum action on a space-time foliated by 
piecewise-f/at three-manifolds. That is, the space-time met­
ric is continuous everywhere and smooth only in world tubes 
that represent the history of three-simplices. For one parti­
cular slicing of space-time, the induced metric on each three­
simplex is flat, determined in the usual way by the edge 
lengths, which thus become the dynamical variables of the 
theory. An arbitrariness remains in how one specifies the 
lapse and the shift vector, or, equivalently, the time-time 
and time-space components of the metric. With zero shift 

we recover the Lund-Regge-Piran-Williams action in the 
case of constant lapse. (We were initially unaware of their 
work and independently derived an action that agrees with 
theirs for zero shift.) When both shift and lapse are present 
and piecewise constant (on cells), one obtains discrete forms 
of the Hamiltonian arid momentum constraints. 

In contrast to the continuum theory, the lapse and shift 
are not "pure gauge." In fact, no gauge freedom remains in 
the discrete theory: a generic four-geometry of the form de­
scribed above has a unique description in terms of edge 
lengths, lapse, and shift. 

The reason is that in specifying the class offour-geome­
tries one fixes a foliation of the four-manifold-a set of 
t = const surfaces-together with a set of world tubes, the 
histories of the flat three-simplices. In general, a metric in 
the allowed class will be mapped out of that class by the 
infinitesimal diffeomorphism generated by any allowed 
lapse and shift: One fails either to map world tubes to world 
tubes or to map the t = const surfaces to each other. 

Instead of specifying the lapse and shift a priori, one 
must solve the constraint equations for them. That is, given 
an initial data set, the constraint equations, together with the 
equations of motion for the edge lengths, uniquely determine 
the time-evolved lapse and shift. The constraints are then 
automaticaliy preserved by the time evolution of the system. 

Regarded as a model for continuum gravity, the 3 + 1 
theory is a substantial improvement over the usual discreti­
zation of the field equations by finite difference equations, 
where the constraints are only conserved to lowest order in 
the lattice spacing. The 3 + 1 Regge equations form a consis­
tent finite-dimensional Lagrangian system, with a corre­
sponding well-defined Hamiltonian formalism. 

The Hamiltonian corresponding to our discrete Lagran­
gian is clumsy, however, because it involves the inverse of a 
band-diagonal matrix (the supermetric), which has nonvan-
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ishing contributions from each edge in the complex. One can 
avoid this loss of locality by directly evaluating the contin­
uum Hamiltonian for a simplicial metric and a piecewise­
constant conjugate momentum. Again the Hamiltonian and 
momentum constraints are preserved and second class, al­
though their structure differs from that in the inequivalent 
Lagrangian theory. When the shift is set to zero, our Hamil­
tonian corrects that given by Piran and Williams12 (see Sec. 
III). 

From the standpoint of quantum gravity, the 3 + 1 
Regge theory is complementary to the four-dimensional 
functional integral approach considered recently by a num­
ber of authors in the context of Regge calculus. 15-30 It pro­
vides a set of minisuperspace theories whose structure is 
quite close to that of the full theory. In particular, one has 
again a vanishing Hamiltonian, and the associated super­
metric has a conformal Killing vector that corresponds to 
uniform scaling of the edge lengths (to changing the three­
metric by a conformal factor). 

The plan of the paper is as follows. In Sec. II we intro­
duce a class of space-times having piecewise-flat spacelike 
hypersurfaces. We briefly review the description of simpli­
cial geometry in terms of affine coordinates. A simplicial 
covariant derivative is introduced and used to calculate the 
extrinsic curvature of the spacelike hypersurfaces. Next, in 
Sec. III, we compute the Einstein action for space-times in 
the class introduced in Sec. II. We obtain in this way a finite­
dimensional dynamical system whose configuration space 
consists of the squared edge lengths of each cell (three-sim­
plex)' together with piecewise-constant lapse function and 
shift vector. By specifying the shift on cells, one obtains a 
natural simplicial form of the momentum constraint. The 
equations of motion are obtained and a discussion of the 
constraints is given: 111 the generic case they form a system of 
linear equations that can be solved for the lapse and shift on 
each cell. A Hamiltonian formalism is then presented, and 
the iterative Bergmann-Dirac procedure is shown to termi­
nate, implying the existence of a well-defined Hamiltonian 
theory, although in contrast to the continuum case, the con­
straints are not first class. 

Section IV applies the formalism to the simple case 
where all three-simplices are congruent. A theorem is 
proved to the effect that for any tiling of S 3 or R 3 by congru­
ent cells, the dynamical equations can be cast into a form 
identical to that for the continuum theory. Two spherical 
spaces, the quatemion space and the family of lens spaces 
L (p, 1), are presented to illustrate the 3 + 1 theory and to 
emphasize the ease with which spatial topologies can be han­
dled in the 3 + 1 theory. The family oflens spaces provides 
an example of a partial approach to the continuum: asp --+ 00 , 

the sequence of spaces becomes smooth in two of the three 
spatial directions. Finally, in Sec. V, we briefly consider the 
corresponding quantum theory for the simple minisuper­
space where all cells are congruent. The constraints can then 
be solved explicitly, and the resulting Lagrangian describes a 
free relativistic particle moving in a six-dimensional curved 
space-time whose (super) metric has signature 
- + + + + +. In the general case, where the cells are 

not congruent, the Lagrangian has the form of a sum of free-
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particle Lagrangians, but one in which the particles have 
coordinates in common. 

II. SPACE-TIMES WITH PIECEWISE-FLAT SPACELIKE 
SLICES 

A. Simplicial three-geometry 

By a three-geometry we mean a. three-manifold M to­
gether with a positive-definite metric gab' A three-geometry 
will be called simplicial if the metric is piecewise flat: that is, 
if there is a decomposition of M into a set of three-simplices 
( tetrahedra) that intersect only at their boundaries, and for 
which gab is flat in the interior of each simplex. A smooth 
three-geometry can be approximated by a sequence of sim­
plicial geometries on a fixed manifold M. 

We will use the following index conventions: 

space-time indices: a,/3,y,t3, 
spatial indices: a,b,c,d, 
cells of complex: C,D, 
edges of complex: t, K, A, 
vertices of complex: i,j,k,l. 

Space-time will have signature - + + +. 
Our calculations are simplified by using an affine chart 

on each flat three-simplex.31 Affine coordinates respect the 
tetrahedral symmetry at the cost of introducing a superflu­
ous coordinate. Taking the origin to be the barycenter of the 
simplex, one chooses as basis {ei } the/our vectors that con­
nect the origin to each of the four vertices. The basis vectors 
are then related by 

(2.1) 

The affine components of a vector are defined by 

(2.2) 

and, in particular, any point x of the simplex has affine co­
ordinates Xi, where xiei is the vector from the origin to x. 
Defining the covariant basis {roi

} dual to {ei } by 

(2.3) 

one finds that the affine components of the unit tensor (the 
Kronecker delta) have the form 

i=j 
ii=j. 

(2.4) 

Then ~J projects onto the affine basis in the sense that if 
v = rYe i , then v has affine components Vi = ~; vi. 

The components of the flat metric can be regarded as the 
projection to the affine basis of S ij' the squared length of the 
edge lij joining vertex ito vertexj: 

-k -I 
gij = - ~t3i t3hl . (2.5) 

The affine components of the contravariant metric can be 
written as follows in terms of the volume V of the tetrahe­
dron and the areas of its faces: Diagonal components have 
the form 

gi =A 719V 2 (no sum) , (2.6) 
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whereAi denotes the area of the face opposite the ith vertex; 
and off-diagonal components have the form 

I av2 

(1= --2 -. (2.7) 
V aSij 

Equation (2.7) can be regarded as a form of the familiar 

o 

__ -:;;r 3 

relation 1 

(2.8) 

expressing the contravariant metric as a derivative of the 
density g, whose value in any basis is the determinant of the 
covariant metric components. If the squared volume is re­
garded as a density proportional to g, then Eq. (2.7) follows 
from (2.8) and the equation 

(2.9) 

[To be more precise, we are treating {sij} as a set of six 
independent variables, and Eq. (2.9) is used here in the form 

iJgab/aSkl = - lV~a lV~) .] 

A similar identity relates the second derivatives of the 
density g to the supermetric G abed 

Gabcd= _.!.. a
2
g =ga(cgd)b_~blfd. (2.10) 

g agab aged 

The affine components of the supermetric are then given in 
terms of the squared volume by 

G ijkl = __ 1_ a2v2 

2 • 
V aSij aSkl 

(2.11 ) 

Equation (2.5) relating the affine components of the 
metric to its projections along the edges can be generalized to 
an arbitrary symmetric covariant tensor Uab: the component 
of U associated with the dh edge (/" ), joining vertices i and j, 

U t ==CTij = uab /
a

/
b (2.12) 

is related to the affine components by 
~k ~/A 

uij = - !£5/ £5pkl • (2.13) 

Then for an arbitrary contravariant tensor "s'b the inner 
product of T and (7 involves only the off-diagonal affine com­
ponents of T: 

b " ..... "s' Uab = - !r'Juij , (2.14) 

where uij is taken to vanish for i = j. In particular, we will 
use the identity 

(2.15) 

which follows from Eqs. (2.11), (2.12), and (2.14). 
Ifn is the unit normal to the face (with area A ) opposite 

the ith vertex, Eq. (2.6) implies 

n = (3V IA)CJ)i (2.16) 

or 

(2.17) 

Finally, it will be convenient to introduce an explicit 
labeling for the vertices and edges of a tetrahedron in Fig. 1 
below. Then the tetrahedron's volume is 
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2 

FIG. 1. A tetrahedron labeled in accordance with the conventions of the 
text. Letters assigned to each edge denote its squared length. 

144 V 2 = - wx2 - VT - ur - w2x - v2y - u2z -xyz 

+ xyv + xyw + xzu + xzw + yzu + yzv 

-XUV +xuw+xvw + yuv 

- yuw + yvw +zuv + zuw -zvw (2.18) 

and the area of a face with squared edges x,y,z has the form 

A~: =A(AI23)2 

=~[ _x2 
- y2 -r + 2(xy +xz+ yz)] . 

Diagonal components of the metric are given by 

goo = ~ [ - x - y - z + 3 (u + v + w) ] 

and off-diagonal components by 

gOI =~[ - Su -z+v+ w +x +y] . 

(2.19) 

(2.20) 

(2.21 ) 

(The remaining components are implied by the tetrahedral 
symmetry.) The contravariant metric has diagonal compo­
nents of the form 

(2.22) 

and off-diagonal components of the form 

gOl= -(l/I44V2)[-r-2uz+z(v+w+x+y) 

+ (w - v)(x - y)] . (2.23) 

B. Space-times with Simplicial slices 

We turn now to the approximation of a smooth space­
time by one in which the three-geometries on a family of 
spacelike hypersurfaces are simplicial. Consider a space­
time..Y -:::;M XR withsmoothmetricgcxP • Let T, be a family 
of embeddings of Minto ..Y, for which the images 
M t = T, (M) are a sequence of spacelike hypersurfaces that 
foliate..Y. Let t a be the vector field tangent to the con­
gruence of timelike curves t ..... Tt (x). (Each curve is the orbit 
in ..Y of a point x in M.) One decomposes t a into vectors 
perpendicular and parallel to M t in the manner 

ta=Nna+Na , 

where 

N= (- VatVat) 1/2 

is the lapse function, 

(2.24) 

(2.25) 

na = -N-1Vat (2.26) 

is the future pointing unit normal to M
" 

and N a
, defined by 

Eq. (2.24), is the shift vector. On..Y, specifying a space-time 

J. L. Friedman and I. Jack 2975 



                                                                                                                                    

metric is equivalent to specifying the lapse, shift, and "three­
metric" 

3g a{3 = 4gafJ + nanfJ . (2.27) 

Equivalently, if one uses the embedding T, to pull the lapse, 
shift, and three-metric back to M, the four-metric can be 
described as a family of lapse functions N, shift vectors N a 

and positive-definite three-metrics gab on M, parametrized 
by t: That is, 

(2.28) 

and Na(t) is the unique vector on M for which 
T," (Na) = N a. 

Given a simplicial decomposition of M, the embeddings 
T, provide a simplicial decomposition of each spacelike hy­
persurface M,. As noted at the beginning of Sec. II A, one 
can approximate the three-metric gab on M, by assigning to 
each edge a length equal to the geodesic distance between its 
vertices. The resulting piecewise-fiat metric on M, then has 
in each simplex the form (2.5); the history of the spatial 
geometry is described by a set of time-dependent edge 
lengths. And an approximating space-time geometry may be 
completed by specifying on each cell values of the lapse and 
shift that agree with those of the smooth metric at the cell's 
barycenter. 

The 3 + 1 Regge theory we construct will then be the 
theory obtained by evaluating the Einstein action on space­
times having the simplicial character described above: 
space-times foliated by simplicial slices, such that on each 
cell the lapse and shift are constant, and the three-metric is 
fiat, determined by its edge lengths in accordance with Eq. 
(2.5). Note that the simplicial decomposition of M and the 
smooth family T, of embeddings of Minto ff are given 
belore one has chosen a metric. Consequently, although the 
time-time and time-space components of the metric are 
only piecewise-continuous, cell boundaries trace out smooth 
histories on ff. 

C. Extrinsic curvature 

In the standard 3 + 1 formalism for the continuum the­
ory, time derivatives of the three-metric on a hypersurface 
M, enter the action via the extrinsic curvature of M,. If na is 
its unit normal, the extrinsic curvature of M, can be ex­
pressed in terms of the Lie derivative of 3g afJ along n a , 

(2.29a) 

if as before, one identifies tensors orthogonal to na with ten­
sors on M,. Equivalently, for each t one can regard the ex­
trinsic curvature as the pullback to M of K afJ , 

Kab = (TrK)ab . (2.29b) 

From (2.28) we have 

a, gab (t) = (Tr .Y ng)ab , (2.30) 

whence, by (2.24) and (2.29a), we recover the familiar 
expression 

Kab = - (l12N)a, gab + (lIN)V(a N b) . (2.31 ) 

Then, from Eq. (2.5), the affine components of Kab have the 
form 
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(2.32) 

We will see in Sec. III B that the simplicial form of the 
momentum constraint leads one to specify a piecewise-con­
stant shift vector. Evaluating the action will have the effect 
of approximating the covariant derivative VaNb as a finite 
difference, which we can obtain heuristically as follows. De­
note by ·C the star of a cell C, the union of C together with 
the four cells that adjoin it. The difference N D

a - N C
a 

between the values of Na on two adjacent cells, C and D, is 
well defined because the metric is fiat on ·C: One knows how 
to parallel transport a vector from D to C. The problem of 
finding the gradient VaNb is thus reduced to approximating 
the gradient of a scalar. 

Letl be constant on cells. Then Viis a distribution with 
support on the faces, and its average over a cell C is given by 

aCaf: = _1_ r dVVal. (2.33) 
Vc Jc 

With half of each 8 function contributing to the integral (re­
garded as extending halfway across the boundary of C), we 
have 

= ~ '" A CD I' 
2 "'- a JD' 

De"C 
(2.34) 

where Ic denotes the value of Ion C, A ;D is the outward 
pointing normal to face cnD with magnitude equal to the 
face's area, and Stokes' theorem in the form l:DA ;D = 0 has 
been used. Then 

a C 1= _1_ '" A CD I' 
a 2V. "'- a JD' 

C De"C 
(2.35 ) 

and for the representation of the gradient on C of any tensor 
that is piecewise constant on ·C we have the identical form 

A C 1 '" CD .u. aVb = -- "'- A a VDb · 
2Vc De"C 

(2.36a) 

The analogous formula for the gradient of a tensor density Va 

of weight! is 

A C 1 '" V - 'A CD .u. aVb =- "'- D a VDb · 
2 De"C 

(2.36b) 

The finite difference given here allows a discrete version 
of integration by parts for an integral over M. When ifb and 
1'b are piecewise-constant tensors, the relation 

f dVif
b
V a1'b = - f dV1'b V aifb 

becomes 

L VcucabaCa1'b = - L Vc1';aC
aifb. 

C C 

Proof: 

(2.37) 

I 
__ '" rr ab 1 A CD1' 
~ vc '2 a Db = -L 

D 

(T ab_A DC1' 
C 2 a Db 

De"C Ce"D 
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= - L VDll.Dad'bTDb , 
D 

where we have used the identity 

L=L c D 
De*C ee*D 

and the relation 

(2.38) 

A ;D = - A ~ . (2.39) 

The form for the extrinsic curvature corresponding to 
the discrete representation (2.36a) ofthe gradient is 

K;b = - -1-(gab - 211.f,.NbJ) . (2.40) 
2Nc 

In practice, because the affine components of N Da will 
be given with respect toD's affine chart, we need to relate the 
affine bases of adjacent cells. Let e and D have vertices 1-3 
in common and denote the fourth vertex of each cell by Oc 
and 0D' respectively. Then, using for i,j = 1,2,3, 

c c_ D D ej - ej - ej - ej 

together with Eq. (2.16), we find, for all i, 

aJh, (c5b - nanb ) = aJ~a (c5b - nanb ) , 

(2.41 ) 

(2.42) 

where n is the unit normal to the common face enD (be­
cause n occurs quadratically, the relation is symmetric in e 
and D-independent of which unit normal is chosen). From 
Eq. (2.42), the components of a vector va along the affine 
bases of e and D are related by 

(2.43) 

where the components of n are given by Eq. (2.17). The 
corresponding relation between covariant components is 
then 

v· = v· + n· " (dC 
- dD)v .. 'D Ie 'D4.t Ie 

(2.44) 
j 

III. ACTION AND FIELD EQUATIONS 

A. 3+1 action and constraint equations 

The Einstein action can be written in the form 

1= J dtL = J dtdV(pabgab -NK -NaKa), (3.1) 

where the three-metric gab' its conjugate momentum tensor 
pab, the lapse N, and the shift Na are regarded as independent 
variables; here 

K = - 3R + pabpab - !p2 (3.2) 

and 

(3.3) 

For a piecewise-flat metric with affine Components given in 
terms ofthe edge lengths [as in Eq. (2.5)] by 

C -k-I 
gij = -! c5; c5j Ski' 

the curvature is a distribution with support on the edges. The 
integral of the scalar curvature over a spacelike hypersurface 
is unambiguous,2 but the potential term involves a somewhat 
arbitrary average value, N" of the lapse on cells bounding 
the edge I, [see Eq. (3.7) below]: 
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(3.4) 

Here (J, is the deficit angle of edge z., expressed in terms of 
edge lengths of cells that share Z. in the following manner: By 
definition, 

(3.5) 

wheret,6c is the dihedral angle between the two faces of cell e 
that have edge I in common. Then if A andA I are the areas of 
the two faces and V the volume of e, t,6c is given by 

sin tPc = ~ IV fAA I. (3.6) 

Finally, the volume of a cell e is given in terms of its squared 
edge lengths by Eq. (2.18), and the area of a triangle with 
squared edge lengths x,y,z is similarly given by Heron's 
equation, (2.19). 

There is, however, some arbitrariness in how one 
chooses to discretize the lapse and shift-to represent them 
by a finite set of variables. One choice, in analogy with the 
metric, is to make them constant on each cell. Another, 
adopted by Piran and Williams, and which we initially used 
as well, is to specify the lapse N on each vertex; it can then be 
extended uniquely to the interior of each cell by demanding 
linearity in the affine coordinates. The analogous procedure 
for the shift vector fails, however, because the three-space 
does not have a differentiable structure at the vertices or 
edges (to define a vector at a vertex, one must give a separate 
value for each cell). In addition, as we shall see below, the 
momentum constraint has a natural form in the 3 + 1 for­
malism, and to use that form one must specify the shift on 
cells, not vertices. One should then specify the lapse on each 
cell as well to maintain lapse and shift as parallel and perpen­
dicular components of a single vector t a -and this is what 
we shall do. The choice has another advantage: if N is not 
constant on each cell, the action involves integrated averages 
of N and N -I; so the form of the constraints and of the 
equations of motion is somewhat simplified by a piecewise­
constant lapse. We resolve the remaining freedom in assign­
ing an average value of the lapse to each edge in Eq. (3.4) by 
writing an angle-weighted average, 

(3.7a) 

where (J,c assigns to cell e part of the deficit angle (J" 

(J,c = 21'f1c, - tPc , (3.7b) 

with c, the number of cells sharing edge I,. On each face 
enD, the shift will be assigned the value 

(3.8) 

(but any linear combination of the form aN':; + /3N"o, with 
a + f3 = 1, will give the same action). Then, from Eqs. 
(3.2) and (3.4) the super-Hamiltonian is 

J dV NK = - 2~ (J,N), + ~ Nc Vc(P':;"Pcab - ~p~), 
(3.9) 

where the metric on cell e is used to contract the indices of 
p':;"· 
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The momentum constraint is obtained in the continuum 
theory as the variational derivative of the action with respect 
to the shift vector. It has the form 

(3.10) 

where pab is given in terms ofthe extrinsic curvature Kab by 

(3.11 ) 

(The symbol 11' will be reserved for the associated tensor 
density, ~b = ..{gpab.) 

Because the metric is continuous across each face, the 
star ·C of any cell C is flat, and one can define constant 
vectors on ·C. (If C is a cell, its star is the union of C and the 
four cells that share a face with C.) Dotted into a constant 
vector va, the momentum constraint has the form of Gauss' 
law 

(3.12) 

We can thus obtain one (vector) constraint for each cell C by 
requiring, for each constant vector va, that the flux of pabVb 
through the boundary of C vanishes: 

(3.13a) 

The extrinsic curvature must be evaluated on the outer 
boundary in order to obtain a constraint that is not trivially 
satisfied by a p constant on each cell. Equation (3 .13a) then 
becomes 

or, in the notation ofEq. (2.36a), 

!:ifpab = _1_ L p'tA fD = 0 
2Vc De"C 

(3.13b) 

(3.14) 

( the flatness of· C is required to make the sum well defined) . 
This form of the momentum constraint shares with the 

continuum version the feature that it is automatically satis­
fied when Pab is proportional to gab' Here the constraint 
holds for cell C when p ab is proportional to gab on ·C. This is 
the case for Regge models of homogeneous, isotropic space­
times, and as a result (see Sec. IV A below) the discrete 
equations are identical in form to their continuum counter­
parts. 

We shall now verify that by specifying the shift Na on 
cells, with the convention (3.8), we reproduce the momen­
tum constraint in the form (3.14) as the variational deriva­
tive of the action with respect to N;. For pab piecewise con­
stant, Dbpab is a 8 function distribution with support on the 
faces, and we have 

-J dVNa~ 
= 2 f dV NaDbpab = 

~ N ab~CD = "'- CaPDn b , 
C 

or, from Eq. (2.36a), 
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(3.15) 

(3.16) 

The momentum constraint therefore takes the desired form 
(3.14 ) 

O - 1 8L _ 2 A C ab ----- ~bP . 
Vc 8Nca 

The remaining term in the action has the form 

Jdv ab' l~ij' p gab = -- ",-PCSij' 
2 C 

( 3.17) 

(3.18 ) 

where Eq. (2.5) has been used. Finally, combining Eqs. 
(3.9), (3.16), and (3.18), we have 

L -~v.[ab'c N(abc IZ)+2N Acab] - ~ C PCgab - C PCPab - --:;!c Ca~bP 

+ L 2N,fJJ,. (3.19) 

By treatingpab as an independent variable one avoids the 
divergent action that would arise from terms quadratic in 
the distribution VaNb' Now, however, we can eliminatepab, 
obtaining an action that involves only the edge lengths, 
lapse, and shift. Since the Lagrangian (3.19) is already inde­
pendent of pab, its variation with respect to pab provides a 
constraint 

0= ~c :~ = -2Nc(P;b -~;bPC) 
+ g;b - 2!:ifaNbl . (3.20) 

[Use Eq. (2.37) to obtain the term involving the shift.] 
Equivalently, 

(3.21 ) 

in agreement with the expression for the extrinsic curvature 
expected from Eq. (2.40). With the constraint (3.20) used 
to express P ab in terms of the remaining variables, the La­
grangian (3.19) becomes 

L 2NJ},l, + LNcVdK;bKcab - (Kc)Z), 
c 

(3.22) 

whereK;b isgivenbyEq. (3.21) andg;b byEq. (2.5). 
An elegant form of the kinetic term was noticed by Lund 

and Regge l3 in their treatment of the 3 + 1 action for a com­
plex of congruent cells. We recover this form by writing, in 
accordance with Eq. (2.15), 

KCabKCab _ (Kc)z 

where K ~ is the prOjection of K along the tth edge I~: 

K~: = K;b/~/~ = - (1I2Nd (s, - 2!l.cN,) (3.24) 

and 

!l.CN,: = !l.caNb/~/~. (3.25) 

Then from (3.22) we have 

~ ~ Nc a2v~ C C 
L= ",-2NJJ,l, - "'-----K,KK. 

, C Vc as, aSK 
(3.26) 
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Varying the action with respect to the lapse gives a dis-
crete version of the Hamiltonian constraint, namely 

0 - aL =~2(} 1+_1_ a2v~ KCK c 
- "'" 'C , !l' K (3.27) 

aNc ,eC Vc as, clSK 
[in performing the variation, note that by Eq. (3.24), K ab is 
proportional to N -\ ] . 

The constraint equations (3.14) and (3.27) give a set of 
4nceU linear algebraic equations for the 4nceIJ values of the 
shift and the squared lapse. They can therefore be solved 
explicitly to give an unconstrained action, when the determi­
nant of the system is nonzero. We expect this to be generical­
ly true (that the system is nondegenerate), but have only 
verified it for a few simple complexes. For large complexes it 
may not be feasible to solve the constraints analytically, but 
the fact that it is in principle possible to do so guarantees that 
the constraints are preserved by the time evolution of the 
system. There remains the question of whether the system of 
constraints plus field equations will generically have a well­
defined time evolution. Because only ordinary differential 
equations are involved, ajinite nonsingular evolution is es­
sentially guaranteed. As in the continuum theory, the global 
evolution can be singular. Here, in addition to curvature sin­
gularities, the edge lengths may fail to satisfy the triangle 
inequalities that allow them to bound flat cells, and coeffi­
cients of the terms with second time derivatives in the equa­
tions of motion may vanish. 

B. Equations of motion 

By varying the action with respect to the edge lengths 
one obtains the equations governing their time evolution. 
[We will regard as independent variables in the Lagrangian 
(3.22) the edge lengths, the covariant components of the 
shift vector in each cell along the affine basis of that cell, and 
the value of the lapse on each cell. ] 

The momentum conjugate to edge I, == lij joining vertices 
i andj is given by 

-1} aL ~ .. 
rr" =-.-= - "'" Vcp'b. 

aSij C3/" 
(3.28) 

Here Pc is a tensor [defined by Eqs. (3.11) and (2.40)], 
while Vc and 11' can be regarded as densities of weight 1. 

Because of the form (3.7) of N" the variation of the 
potential term has its usual simplicity, 

a ~ I ~ alK N, (), 
-2 "",NK(}K K = 2 "",NC(}KC -=--, 
as, K C,K as, I, 

(3.29) 

arising from the simplicial form of Stokes' theorem. 
To find aT lasij' we use the identity 

agkl '(k.J)' --=g' s~, 
aSij 

(3.30) 

which follows from Eq. (2.9). Equations (2.7) and (3.30) 
imply the relation 

:Ja (VG klmn)KklKmn 
clSij 

= 2V(gk(iGj)/mn - ~}Gklmn)KkIKmn . (3.31) 

Now the tensor K also depends on edge lengths when the 
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shift is nonzero because the difference between the shift vec­
tor on adjacent cells C and D involves the parallel transport 
of n~ from D to C described by Eq. (2.44). (In the contin­
uum theory, of course, the covariant derivative of the shift 
vector depends analogously on the metric.) We have 

~Kfl =-l-~t:..fkNI) , (3.32) 
aSij Nc aSij 

and, from (2.44), 

~(Nfc - Nfc) = L ~[nkc(nmD - nmC) ]N~D' 
aSij m aSij 

(3.33) 

Equation (3.30) implies 

a 1· . 
-nk = - -2 nkn'n', (3.34) 
aSij 

since nk = lill..Jill for D opposite thejth vertex of C. Then 
using Eqs. (3.30) and (3.34), a few lines of computation 
yield 

a (ND NC) ijmN D 
-;-- kc - kc = nkc rCD mD' 
clSij 

(3.35) 

where 

Finally, 

a C ~ ACD .. D 
- t:..kNI = "'" -- nknlr'b~N m . 
aSij De"C 2Vc 

(3.37) 

FromEqs. (3.29), (3.31), (3.32), and (3.37), theequa­
tion of motion for the edge I, = Ii} has the form 

0- ~ij._ d(aL) aL 
- . - dt aSij - aSi} 

- ~j+N,(}, ~ 2N V. [KikK j K K ij 
- '/I' -- - "'" C C C C k - C C 

I, C3/, 

1 .. kl 2 ] 
-~c"(Kc KCkl -K c) 

(3.38) 

In contrast to the continuum theory, the lapse and shift 
cannot be chosen arbitrarily. There is in general no gauge 
freedom available to simplify the equations of motion, and in 
return for exactly conserved constraints one must accept a 
system of equations complicated by nonzero shift and non­
constant lapse. 

If one regards the 3 + 1 equations as simply a tool for 
the numerical approximation of classical space-times, it may 
be more efficient to pick a lapse and shift to simplify the 
equations. The constraints would then be imposed only as 
initial conditions on the three-metric gab and its first time 
derivative. Although they would no longer be exactly con­
served in the limit of small time intervals, the error after a 
finite time might be no larger than the numerical error for 
the full set of equations. 

J. L. Friedman and I. Jack 2979 



                                                                                                                                    

C. Hamiltonian formalism 

In constructing a Hamiltonian formalism from the ac­
tion of the last section a difficulty is encountered. Although 
the continuum action of Eq. (3.1) is already essentially in 
Hamiltonian form, with 1'f'b = ..(gpab as the momentum con­
jugate to gab' the corresponding simplicial action given by 
Eq. (3.19) is deceptive. The kinetic term in the Hamiltonian, 

(3.39) 

is nearly identical in form to its continuum counterpart; 
however, the momentum 1f conjugate to the squared edge 
length s, = sij is not 'IT C ij but the sum 

-'- " ij 'II - - £.. 'lTc • (3.40) 
C 

To write the Hamiltonian explicitly in terms of 1f, one must 
solve Eq. (3.40) for 'lTcij, which is equivalent to inverting a 
band-diagonal matrix with e columns, where e is the number 
of edges in the complex: the locality of the continuum theory 
is lost. If, like sij =s" the component 'IT C ij were really a func­
tion specified on the edge I" having the same value 1f for 
each cell C containing I" then one could write 

(3.41) 

with c, the number of cells sharing edge t, and the difficulty 
would disappear. Unfortunately, a constant tensor ifb has 
contravariant affine components that differ from cell to cell, 
and it is the contravariant affine components of 1'f'b that 
comprise the momentum conjugate to sij' As one approaches 
the continuum, each tensor becomes essentially constant 
over many cells, and the contravariant affine components ~j 
must therefore change from cell to cell while the covariant 
projections fr ij of 1T along the edges are cell independent. 

This seems to us a genuine drawback of the theory, but 
there is a fairly natural way out. One can require that in the 
continuum limit cells in any small region become congruent, 
as is the case for a number of repetitive complexes (for exam­
ple, the decomposition of R 3 into cubes subdivided as in Fig. 
1). For two adjacent, congruent cells C and D, correspond­
ing edges (and their time derivatives) are equal, and assign­
ing adjacent cells the same value of ~j is then consistent with 
the condition that in the continuum limit frCij = frDij . We 
will assume that the simplicial decomposition used has this 
property. We then use Eq. (3.41) to assign to each cell the 
value of 'IT C ij obtained from the single momentum 1f conju­
gate tos,. 

The kinetic term (3.39) now has the form 

(3.42) 

where 

(jc 1 (c C C C C c) abed = 2Vc g acg bd +g adg be -g abg cd 

(3.43 ) 

and, with t and K labeling, respectively, edges lij and Ikl' 
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(3.44) 

From Eq. (3.16), the term in the action involving the 
shift vector has the form 

- 22: NCa Acb1'f'b = 22: ACaNb'ITcab 
C C 

(3.45) 

with AC
a defined for tensor densities by Eq. (2.36b). Denot­

ing the projection of A caNb along edge I, of C by 

ACN, = ACaNb/~/~, (3.46) 

we can write the Hamiltonian in the form 

H = - 2: 2N,O, I, + 2: NCGC'K1f~ + 2 I...!... ACN,1f 
C C" c, 

with a corresponding action 

I = J dt( its, - H) . 

(3.47) 

(3.48) 

This Hamiltonian formalism appears not quite to agree 
with that recently given by Piran and Williams for the case of 
zero shift. The supermetric G ofEq. (3.44) includes factors 
C, that count the number of cells shared by each edge and 
these do not appear in the Piran-Williams version. 

The equations of motion obtained from the Hamiltonian 
(3.47) have the form 

S =aH=22:NcGC ~+~I.AcN (3.49) 
, a1f C 'K C, C ' 

and 

it= 
aH N,O, 

--=--
as, I, 

- 2:NC(~GCK,,)~-rr"-22:~(ACN,,)~, 
C as, c." as, c" 

(3.50) 

where (alas, )(AcN,,) isgivenbyEq. (3.37). The Hamilto­
nian constraint corresponding to cell C is 

0= aH = - I. 20cI +G c 1f~ 
aNc I,ec" 'K 

(3.51 ) 

and the momentum constraint is 

0= aH = _ 2Af1'f'b. (3.52) 
aN; 

In the case of congruent cells and vanishing shift, the 
present action (3.48) is identical to that obtained from the 
Lagrangian (3.22) of Sec. III B above. 

In the Lagrangian formalism of the last section, the con­
straints were preserved by the time evolution not because of 
a symmetry of the equations (as in the continuum theory) 
but because the constraints formed a linear system that 
could be solved to give the lapse and shift on each cell. But 
here, because the Hamiltonian is linear in lapse and shift, 
they do not appear in the constraints. Instead, the 4ncelJ con­
straint equations restrict the initial values of the canonical 
variables-the edge lengths and their conjugate momenta. 
Because of the lack of general covariance, these constraints 
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do not commute with the Hamiltonian, and the commuta­
tors form a new set of 4ncelJ constraints that must be solved. 
The new constraints, however, are linear in the lapse and 
shift. In general they determine the initial values of the lapse 
and shift and provide one additional restriction on the ca­
nonical variables. 

In the Bergmann-Dirac32 terminology the constraints 
have the following structure in the Hamiltonian theory of 
this section. The primary constraints are that the momenta 
PN and PNa associated with lapse and shift vanish; and the 
momentum and Hamiltonian constraints, Eqs. (3.51) and 
(3.52), are the corresponding secondary constraints. Com­
mutators of these secondary constraints with the Hamilto­
nian (3.47) are not linear combinations of constraints (they 
do not vanish "weakly" and therefore constitute additional 
constraints) but the commutators do depend on the lapse and 
shift. Consequently they do not commute with the primary 
constraints, and the Dirac procedure terminates: The com­
mutators do not generate further secondary constraints. 

What has been lost in discretizing the theory is the char­
acter of the constraints: The loss of gauge invariance means 
that they are no longer first class. 

IV. SPACES WITH CONGRUENT CELLS 

A. Equations of motion 

The simplest space-times of the Regge calculus are those 
with congruent cells, for which the lapse is constant and the 
shift vanishes. Several authors have constructed models of 
this kind, in which a homogeneous, isotropic space-time is 
approximated by a simplicial complex with a dust source of 
constant density comoving with the lattice.4-1I We show 
here that regardless of the simplicial decomposition, the 
equations of motion can always be cast in the form of the 
continuum equations 

2 i:i + 0
2 

+ ~ = 0 , ( 4.1 ) 
a a2 a2 

02 k 
3 -+ 3- = 81Tp. (4.2) 

a2 a2 

A more precise phrasing of the result is as follows. 
Theorem: Consider any tiling of S3 or R 3 by congruent 

simplices. Let gab (t) satisfy the 3 + 1 Regge equations with 
zero shift and constant lapse, and for which the source is dust 
of constant density p in a frame comoving with the lattice. 
Then 

gab (t) = e2agab (0) , 

where 

a=ola, 

for a (t) and p (t) satisfying Eqs. (4.1) and (4.2). 

(4.3) 

(4.4) 

A similar result holds for the non-simply-connected 
space-times obtained by identification from S 3 and R 3. That 
is, if G is any finite group that acts freely and transitively on 
S3 (R 3), thesphericaispaceS 3/G (hyperbolic spaceR 3/G) 
is locally isometric toS 3 (R 3) and in the continuum theory, 
its time evolution is again a homogeneous, isotropic space­
time satisfying the same field equations. Any tiling of a 
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spherical or hyperbolic space by congruent cells induces a 
tiling of the covering space (S 3 or R 3), and the correspond­
ing space-times, evolved by the 3 + 1 Regge equations, are 
again locally isometric. Thus we have the following corol­
lary. 

Corollary: The above theorem holds with S 3 and R 3 re­
placed by S3/G aridR 3/G. 

To prove the theorem, we first need the equations of 
motion for the edge lengths. As noted in Sec. IlIA, the mo­
mentum constraint is automatically satisfied when the con­
jugate momentum Pab is proportiona1 to the metric, and 
from Eq. (4.3), this will be the case if the shift is set to zero. 
When the lapse is constant, a constant rescaling of time, 
t ..... tiN gives the equations in their form for unit lapse-a 
remnant of the continuum gauge freedom. Then for a metric 
with time dependence given by Eq. (4.3), the kinetic term in 
the Lagrangian (3.22) is simply 

• 2 
Tc = -6Va (4.5) 

and for the equation of motion associated with the edge 
I. =.Iij' we obtain 

0= !!...(aL) _ aL = (Ui + 3a2 )c, Vij _ (), • 

dt as, as, I, 
(4.6) 

The Hamiltonian constraint (3.27) for a single cell C has the 
form 

1 1 . - L - (),l, + 3a2 = 81TP, (4.7) 
V ,eC c, 

where c, is the number of cells sharing the edge I, and (), is 
the deficit angle of that edge. 

Pro%/Theorem: The dynamical equations (4.6) imply 
that for each edge I, =.Iij the length a(t) defined by 

(4.8) 

has the same value, independent of the choice of edge. The 
metric's time dependence (4.3) implies corresponding time 
dependence for the edge lengths, volume and contravariant 
metric, namely 

Io:.ea, Vo:.e3a, ~bo:.e-2a. 

Then 

ola=a, 

and the equations of motion take the form 

(4.9) 

(4.10) 

d ( 0 ) ( 0 )2 (), i:i 0
2 

1 0=2- - +3 - ---.-. =2-+-+-, 
dt a a c, Vg"I, a a2 a2 

(4.11~ 

in agreement with Eq. (4.1). 
Similarly, using Eq. (4.8) to replace () in the first term of 

the constraint (4.7), we have 

~ ~ () I = ~ ~ 2s av = ~ 
"'" ' , 2 "'" '!I 2 ' , c, a, ciS, a 

and Eq. (4.7) becomes 

3021a2 + 31a2 = 81Tp. (4.12) 

Thus with a(t) chosen in accordance with (4.8), the equa­
tions of motion and the Hamiltonian constraint assume their 
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continuum forms, Eqs. (4.1) and (4.2), respectively, as 
claimed. 

While the time dependence of the metric is given by the 
continuum equations, its form on the initial hypersurface is 
determined by Eq. (4.8), which can be solved to give the six 
independent edge lengths in terms of a (t) . 

B. Examples of spherical spaces 

A virtue of 3 + 1 Regge calculus is the ease with which 
one can treat space-times whose spatial topology is nontri­
vial. In this section we present explicit solutions to the 3 + 1 
equations on compact spaces with topologies of the form S 31 
H, where His a subgroup ofSU(2) actingonS 3:::;SU(2) by 
left multiplication. We look first at the quaternion space S 3 I 
Q, where Q is the eight-element quaternion subgroup of 
SU(2), {± 1, ± iux ' ± iuy, ± iuz }. We then consider 
the lens spaces L (p, 1) = S 3/Zp. Regarded as a sequence of 
tHings of S 3, they have the property that as p .... 00, the se­
quence approaches the continuum limit in one spatial direc­
tion: piecewise-flat curves parallel to an equator become 
smooth, although the poles remain singular. 

Given a finite (order n) subgroup H of SO( 4) that acts 
freely on S 3, one can partition S 3 into n congruent cells (not 
tetrahedra) intersecting only at their boundaries, such that 
the orbit of any cell is the set of all n cells. Then S 3 I H can be 
constructed from a cell by identifying pairs of faces, and a 
tiling of any cell by m tetrahedra provides a tiling of S 3 by nm 
tetrahedra. 

In particular, the quaternion space S 31Q can be ob­
tained by identifying opposite faces of a cube after a rotation 
by 90·, as shown in Fig. 2(a).33 Figure 2(b) illustrates a 
simplicial decomposition of S 31Q chosen to respect the iden­
tification of Fig. 2 (a). Within the Regge framework, the 
topology of the space S 3 I Q is described simply by stating 
which edges are to be identified; its geometry is then fixed as 
usual by its edge lengths, where identified edges are of course 
assigned the same length. 

For the smooth metric on the quaternion space induced 
by that on S 3, the symmetries of the cube are isometries. In 
the simplicial case, one expects edge lengths to share the 
cube's symmetry: that is, a solution with congruent tetrahe-

(a) A-------~~----~Q 

Q~------~~----~p~ 

~Q-------- ------7P 

p~------~------~ 

dra to the 3 + 1 equations (4.1), (4.2), and (4.8) should 
satisfy 

102 = 103, 112 = 113 . 

As noted above, the G pq = 0 equations, (4.6), imply that the 
quantity 

q,: = c, Vijl,l(}, (4.13) 

has the same value for each edge lij' From Eqs. (3.5) and 
(3.6), together with the fact that edges 101 and 112 each be­
long to four cells, we have 

4VgOlI 
qOI = 01 (4.14) 

21T - 4 sin-I [(3/2)(/01 V IA~3)] 
and 

( 4.15) 

where Ai is the area of the face opposite vertex i. Similarly, 
since edges 102 and 123 each belong to six cells, we have 

_ 6Vg02/02 q02 - . I ,(4.16) 
21T - 6 sm- [(3/2) (/02 V IA IA3)] 

q23 = 6Vg23/23 (4.17) 
21T - 6 sin-I [(3/2) (123 V lAo AI)] 

The 103 and 113 equations are identical to those for 102 and 112 
by the cubic symmetry. The form of the four equations 
(4.14)-(4.17) suggests an additional symmetry 

123 = 102 = 100=x, 101 = 112 = I 13 =,Jiix. (4.18 ) 

When these relations hold, we have 

Ao =A2 =A3 , (4.19) 

and the equality of the qij is reduced to the single relation 

qOllq02 = 1 . (4.20) 

That is, from (4.18) there are only two independent edge 
lengths. Their ratio a is time independent and determined by 
Eq. (4.20); their magnitude is then given in terms of the 
lengtha(t) by any component ofEq. (4.8). FromEq. (2.23) 
for gOI (and the analogous equation for g02), we find 

g02/gOi = 2a - 1, (4.21) 

(b) 

o 

FIG. 2. (a) The quatemion spaceS 3/Q is constructed by identifying opposite faces of a cube after a relative rotation by 90". Edges labeled by the same number 
of hash marks (and vertices labeled by the same numeral) are thereby identified. (b) Six of the 24 tetrahedron in our simplicial decomposition of S 3/Q. The 
remaining tetrahedra are implied by cubic symmetry. 
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while Eqs. (2.18) and (2.19) imply 

Ao = (xI4)(4a - 1)1/2, Al = (~3/4)x, (4.22) 

and 

(4.23) 

When length, area, volume, and components of the contra­
variant metric are expressed in terms of a and x by Eqs. 
(4.18) and (4.21)-(4.23), Eq. (4.20) becomes 

217' - 4 sin-I [2~3a2 - al(4a - 1)] . 3(2a - 1) = 1 . 

217'-6sin 1[2~3a-1/~3(4a-1)] 2Jii 

There is a unique real solution for a, namely 

a =0.5641, 

(4.24) 

(4.25a) 

andEqs. (3.5) and (3.6) then give as the independent deficit 
angles 

001 = 23.4°, 002 = 6.02° . (4.25b) 

To compare the simplicial geometry with a continuum 
solution, one can choose as the comparison smooth space­
time the Friedmann solution with the same time depen­
dence, so that the difference is entirely in the spatial geome­
try. That is, by the theorem of Sec. IV A, there is a smooth 
solution with the same density p (t); and for that solution the 
radius a(t) of the three-sphere (2~a3 is the volume V) is the 
simplicial length a (t) of Eq. (4.8). The continuum metric 
restricted to the spherical space S 3 I Q makes each edge into a 
geodesic. Here 101 and 102 are, respectively, i and. the cir­
cumference of S 3, and their squared ratio is 

asmooth = 0.5625 , (4.26) 

only 0.3% larger than its value for the simplicial manifold. 
The volumes do not agree to the same accuracy, 

V.mOOthlVsimpliCiaJ = 1.07 , (4.27) 

but from the Hamiltonian constraint (4.7), the average cur­
vatures are identical 

- If R.mooth = Rsimplicial =-v dV R, (4.28) 

when one compares solutions with the same density. 
This accuracy is consistent with that obtained in pre­

vious work, where S 3 is approximated by one of the three 
complexes of equilateral tetrahedra.6

•
11

•
14 These have 

CE = 3,4, or 5 cells sharing an edge, and a total number of 
cells N = 5, 16, or 600, respectively. Because each cell is 
equilateral, the consistency conditions implied by Eq. (4.8) 
are automatically satisfied. The three-geometry is deter­
mined by the single deficit angle 0 = 217' - CE cos- 1 (-I), and 
Eq. (4.8) then implies 

(4.29) 

where I is the edge length. Again the smooth Friedmann 
universe with the same density has radius a(t) and a scalar 
curvature identical with the average simplicial scalar curva­
ture. The difference between the simplicial and smooth 
three-geometry is measured by 
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v o 

v' 

FIG. 3. (a) The lens space L(6,1) is constructed from a 12-sided polyhe­
dron by identifying each upper face with a corresponding lower face as 
shown. (b) Adding the vertical edge 103 decomposes the polyhedron into six 
congruent simplices. The vertices of one of these are labeled. 

V smooth 31/221/4 (0 )3/2 
V.

. .. = ~ N - = 1.67,1.32,1.030 , 
S1mpbciaJ C E 

(4.30) 

respectively, for the equilateral complexes with 5, 16, and 
600 cells. If one views the quaternion space above as a de­
composition of the three-sphere into 24 X 8 = 192 cells, its 
accuracy, measured by Eq. (4.27), is, as expected, between 
that of the 16-cell and 600-cell solutions. 

Let us turn now to the family oflens spaces L (p, 1) ob­
tained by identifying the upper and lower hemispheres of the 
surface of a ball after a relative rotation by 217'1 p. Figure 3 (a) 
illustrates the identification and Fig. 3 (b) shows the simpli­
cial decomposition we have used. Edges 101,/02, /13, and 123 
each share four tetrahedral cells, while edges 103 and /12 each 
share p cells. As in the previous example, we consider a 
space-time filled with dust of constant density. If we set 

101 = 102 = 113 = 123 
and 

(4.31a) 

103 = 112 , (4.31b) 

the equations are symmetric under the simultaneous re­
placements 

~1, 2_3. (4.32) 

Consistency of the G if equations (4.6) then determines the 
ratio 

a = 1011103 

via the equation 

(4.33) 

q011q03 = 1 , (4.34) 

where QOl has the same form (4.14) it assumed for the qua­
temion space, while Q03 is given by 

Q03 = .pVr3/03 . (4.35) 
217'-psm- W03VIAIA2) 

Proceeding as in the previous example, we obtain from Eq. 
(4.34) the condition 

003 = 217'-psin- I [(a-p/(a-!>1 1/2 = a-j 
001 217' - 4 sin 1 [a(a - !)/(a -1) 1 1/2 P a l/2 . 

(4.36) 
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We are interested here in the limiting case where the 
number of cells becomes infinite. Then the lengths 103 = 112 
shrink to zero (while the other lengths remain finite), and 
one expects the space to become smooth along the 103 and 112 

directions: the deficit angle 001 associated with the finite 
edges should vanish in this quasicontinuum limit. As p -+ 00, 

a -+ 00, and the angles 001 and 003 assume the asymptotic 
form 

001 = a-I + O(a- 2 ) , 

003 = 21r - pa- l12 + O(a-3/2 ) , 

Eq. (4.36) then yields the asymptotic solution 

a =p2/~ + O(P) 

and for largep, 003 -+1r, while, as expected, 001 -+0. 

(4.37a) 

(4.37b) 

(4.38) 

C. The momentum constraint for congruent cells 

From Eq. (3.13), the momentum constraint for a cell C 
has the form 

(4.39) 

where va is any constant vector on *c. If the cells of *C are 
congruent and the momentum tensor pab respects the con­
gruence C-+D, we have 

( 4.40) 

where iD is the vertex of D corresponding to vertex ic of C. 
Equation (4.39) may then be written in the following form: 

kk 
L~k=O, (4.41) 
k A ~k) 

where the indices refer to vertices of cell C and A(k) is the 
area of the face opposite vertex k of C. 

Proof If the face cnD is opposite vertex k (kD of D and 
kc of C), then 

A CD = _ A CD = - 3 V 8~ 
lc lD 1 

and from Eq. (2.44) we obtain the relation 

v. = v. + n. "" (,(c - '(D)V. 
'D Ie 'D ~ Jc 

j 

18V
2 

iik k = v· - --v·V (no sum) 
'c A 2 I 

(k) 

between the components of Y along the affine bases of C and 
D. The constraint then takes the form 

where we have used the relation ~kik = o. 
Equivalently, since ~k vk = 0, and (4.42) holds for all Y, 

the momentum constraint is equivalent to the three relations 
pll poo p22 poo p33 poo 

0=---=---=---. (4.43) 
AI2 A02 A/ A02 A/ A02 

The assumption of congruent cells is similar to assum­
ing homogeneity in the continuum theory. In the latter case, 
additional symmetries, implying isotropy, must be imposed 
to ensure uniform expansion. Here, although there is no ex-
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act isotropy, a similar result holds: A complex built from 
congruent cells will generically have six independent edge 
lengths-all edge lengths of one cell can be freely chosen. By 
setting pairs of edges equal, one restricts the geometry, and if 
enough edges are fixed in this way the momentum constraint 
will determine the expansion rate of every edge in terms of a 
single parameter. When this is done, regardless of which 
edges are set equal, the momentum constraint always implies 
uniform expansion-the same logarithmic time derivative 
d log 1 I dt for each edge. 

For example, suppose in Fig. 2, one sets 

101 = 123 =u, 102 = 103=V' 112 = 113 =y. (4.44) 

For congruent cells (and zero shift) the conjugate momen­
tum has the form 

pij = ( V 18 )(gkgil - gigkl)Skl . (4.45) 

Then using Eq. (2.7), we find two independent momentum 
constraints, 

pll poo 
A/ - A02 = O=? (v - y)u + (4y - u)v - (4v - u)y = 0 

(4.46) 

and 
22 00 . 

L_L=o=?(y- v)(u2 + yu -vu _2y2 + 2vy)~ 
A/ A~ u 

- (u2 + 2v2 
- 2r + yu - 5uv)y 

+(-u+v-y)v=O. (4.47) 

Eliminating v between Eqs. (4.46) and (4.47), we obtain 
. u· 
~=- (4.48) 
y u 

Equations (4.48) and (4.47) then imply uniform expansion 

v . u 
-=~=- (4.49) 
v Y u 

We have proved the same result on a case by case basis for the 
various other possible distinct ways of equating enough edge 
lengths that the momentum constraint determines the frac­
tional expansion of each independent length. Although in 
every case the constraint implies uniform expansion, this 
feature is not apparent from its original form ( 4.41 ), and we 
are aware of no simple, general proof. 

V. COMMENTS ON MINISUPERSPACE QUANTIZATION 

As emphasized by Kuchar/4 the Einstein field equa­
tions are closely analogous to the equations of motion for a 
relativistic particle moving in a curved (infinite-dimension­
al) space with indefinite metric and a time-dependent poten­
tial. The analogy is drawn by parametrizing the particle's 
time-introducing an arbitrary time coordinate r-and not­
ing that 

N= dr 
dt 

plays the role of the lapse. In the 3 + 1 Regge theory, the 
analogy is exact for the case of congruent cells. When one 
deparametrizes the theory by solving the Hamiltonian con­
straint for the lapse,35 the action is that of a relativistic parti-
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cle moving in a six-dimensional curved space-time (signa­
ture - + + + + +), and the particle isfree. As in the 
continuum case, there is a timelike hypersurface-orthogonal 
conformal Killing vector. 

When all cells are congruent the shift can be set to zero, 
and from Eqs. (3.24) and (3.27) the Lagrangian takes the 
form 

L 2N " 0,1, + 1 Guc' . = £.i-- - S,SK' ,c, N 
(5.1 ) 

where we have removed an overall factor, dividing by the 
total number of edges. Here c, is as usual the number of cells 
sharing the tth edge, the sum is over the six edges of a single 
cell, and the metric G uc is given by 

1 a2 V 2 

G uc = -----. 
4vas, aSK 

(5.2) 

The single Hamiltonian constraint, 

2 " OJ, __ 1 G uc· . 
£.i 2 S,SK , ,c, N 

(5.3) 

has the immediate solution 

[ 
!GUCS,SK ]112 

N = (1:,-t O,-tl,-tlc,-t) 
(5.4) 

Using Eq. (5.4) to eliminate the lapse N, we obtain the un­
constrained Lagrangian 

L = [G'Ks S ] 1/2 , K , (5.5) 

where 

GUC = 8 } O,-tl,-t G'K = _ 2(} O,-tl,-t)(J.. a
2
V2). 

'l" C,-t 'l" C,-t vas, aSK 
(5.6) 

Because the free-particle action is invariant under a repara­
metrization of time, the Hamiltonian constraint reappears in 
the form 

or 

Guc7t1T" - 1 = 0 

" OJ, Guc7t1T" - 2 £.i - = 0, 
c, 

(5.7a) 

(5.7b) 

equivalent to Eq. (3.47) specialized to congruent cells. The 
signature of the metric G can be found by looking at the 
matrix 

as, aSK 
(5.8) 

in the special case when all lengths are equal. The eigenval­
ues of (5.8) have signs - + + + + +, and its determi­
nant is proportional to V 4 

detllVUCIl = - 2- I03-8 V4 
• (5.9) 

Since the determinant is negative definite, the signature will 
not change under changes in the edge lengths, as long as the 
triangle inequalities are obeyed. Thus when the triangle in­
equalities are obeyed (and space is not exactly fiat), G has 
signature - + + + + + as well. 

Because the squared volume is a polynomial cubic in the 
squared edge lengths, under a uniform expansion 
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S, -+AS, , 

the metric G changes by a conformal factor, 

"',-t G UC(s) = A -2G UC(s) . 

The vector generating this expansion, 

S, (s) =S, , 

is thus a conformal Killing vector, with 

- a - - a 
.!L'sGuc =S,-t -G'K - G,-tK -S, 

as,-t as,-t 

- a -
-G,,-t -SK = -2G'K' 

as,-t 

(5.10) 

(5.11) 

(5.12) 

It is timelike, because V 2 cubic in the squared edge lengths 
implies 

- VUCS,SK = - 6V2. (5.13) 

In attempting to quantize this minisuperspace theory, 
one faces two of the principal difficulties encountered in the 
canonical approach to the continuum theory: The curvature 
is not bounded below, and the metric G has a conformal 
symmetry, but no true Killing vector. If one tries to exploit 
the fact that the Lagrangian (5.5) describes a free particle 
with unit rest mass, moving in a curved space-time, one en­
counters the "third quantization" problem34

: because the 
"particle" is not massless (equivalently, because the super­
metric and the curvature have different conformal weights) 
a Klein-Gordon quantization will involve either an indefin­
ite inner product or particle production, and one does not 
know how to interpret the creation of "particles" on super­
space. 

An alternative, Schrodinger-like, quantization (like 
that used by Blyth and Isham36

) is suggested by the fact that 
the conformal Killing vector is hypersurface orthogonal. If 
one chooses as a timelike variable the volume V, the five 
remaining degrees of freedom are the independent edge 
lengths of a unit-volume tetrahedron, and the restriction of 
the metric G uc to this five-dimensional space is positive defi­
nite. Edge lengths S' of a unit-volume cell are defined by 

S' = V- 2/3s' . (5.14) 

Because only five lengths are independent, the conjugate 
momenta 

II' = aL 
as, 

are related by 

S,II' = o. 

(5.15) 

(5.16) 

Then the Hamiltonian constraint (5.7) has the form 

2 L OJ, +.2. V(lIv)2 - 1. V- 4 / 3G
uc

ll'IIK = 0 
,c, 8 4 

( 5.17) 

or 

This suggests the SchrOdinger equation 
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Ht/! = ifJ at/! , av (5.19) 

where G .... n'nK is replaced by the covariant Laplacian of the 
metric G .... restricted to the five-space. 

However, the integrated curvature at fixed volume 
ranges from - 00 to 00, even if the triangle inequalities are 
imposed: Tetrahedra that are either nearly fiat or are long 
and thin can have arbitrarily large integrated c~atures 
(.I (Of / c») for bounded volume. Thus the operator H will not 
in general be Hermitian. The Schrooinger equation (5.19) 
does make sense on the subspace of state vectors t/! with sup­
port on edge lengths for which .I (Of / c) is nonpositive. 

For the complementary subspace of state vectors with 
support on edge lengths for which the integrated curvature is 
positive, one can obtain a Hermitian Hamiltonian by identi­
fying nv as the timelike coordinate and solving the con­
straint (5.5) for V. But the formalism is clumsy, because the 
equation is a fifth-order polynomial in V, and the Hamilto­
nian is thus not available in closed form. 

Finally, we mention the general situation where the cells 
are not congruent. Here the momentum constraint is not 
automatically satisfied, but we shall set the lapse to zero by 
fiat. The Hamiltonian constraint on each cell can then be 
solved as above, 

Ne = !GCS,SK , (5.20) 
.I;"eeO;.,f;.,/c;., 

and the Lagrangian becomes a sum of free-particle Lagran­
gians ofthe form (5.5) 

L = L [GcSA] 1/2, (5.21) 
e 

in which each coordinate s occurs as a coordinate of more 
than one "particle." The vector S, of Eq. (5.11) is here a 
conformal Killing vector of each metric G e' 
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An example from a perfect fluid FRW space-time is presented to show that a conformal 
Killing vector (CKV) need not map fluid flow lines into fluid flow lines. Kinematic properties 
of the Lie derivative along a CKV of timelike and spacelike unit vectors are derived and 
applied to the fluid unit four-velocity vector. Dynamic properties of special conformal Killing 
vectors (SCKV) in a fluid with anisotropic pressure and vanishing energy flux are obtained 
using Einstein's field equations. It is shown that a SCKV maps both fluid flow lines and 
integral curves of na into themselves, where na is the unit spacelike vector of anisotropy. The 
relation between the anisotropic pressure components and the energy density is considered. By 
means of an example from a radiationlike viscous fluid FR W space-time it is shown that the 
dynamic results depend crucially on the vanishing of the energy flux vector. The extension of 
the dynamic results to a fluid with arbitrary stress tensor and zero energy flux vector is 
examined. 

I. INTRODUCTION 

The study of conformal Killing vectors (CKV) in fluid 
space-times has recently attracted some interest. I

-
3 In this 

paper we will examine kinematic and dynamic properties of 
anisotropic fluids that admit a conformal motion. Unlike the 
kinematic properties, which are largely independent of the 
physical nature of the fluid, the dynamic properties depend 
on the kind of fluid through Einstein's field equations. We 
consider in detail fluids with anisotropic pressure and van­
ishing energy flux. The stress tensor has a dynamically de­
fined preferred direction with symmetry in the orthogonal 
two-plane. They include as a special case perfect fluids in 
which the pressure is isotropic. We also examine the general­
ization of the results to anisotropic fluids with arbitrary 
stress tensor. 

Suppose a fluid space-time admits a CKV sa: 
.!f sgab = 2,pgab , ( 1.1 ) 

where.!f s stands for the Lie derivative alongS a and 1/1 (XC) is 
the conformal factor. We denote by ua the unit four-velocity 
vector of the fluid. In Sec. II we will establish the kinematic 
result 

.!f sua = - 1/1ua + va, (1.2) 

where va is some vector orthogonal to ua. Now in general va 
will be nonzero: S a will not in general map integral curves of 
ua into integral curves of ua or equivalently S a will not map 
fluid flow lines into fluid flow lines. This can be demonstrat­
ed by the following example. Consider a perfect fluid Fried­
mann-Robertson-Walker (FRW) space-time with k = 0, 
which in conformal coordinates has metric 

ds2 = R 2 ( 10 ( - dr/ + dx2 + dy2 + dz2) ( 1.3 ) 

and fluid four-velocity 

u=R -I a", . ( 1.4) 

The vector 

~ = 7] ax +xa", ( 1.5) 

is a CKV (see Ref. 3), and 

.!f~u= [~,u] =x(R -I),,,, a", -R -Iax =/= -t/Ju. 
( 1.6) 

This counterexample shows that the statement in the 
literature 1 that the identity 

.!f sua = - 1/1ua (1.7) 

follows from symmetry for a CKV S a is not valid in general. 
Herrera et al. 1 based their kinematic derivation of (1.7) on 
the equation 

.!fs dxa = O. 0.8) 

Now there exists a close relationship between (1.7) and the 
projection of (1.8) onto the rest space of ua• For, since 
dxa = ua dr, where r denotes proper time, we have 

.!f s dxa = ua .!f s dr + dr.!f sua. (1.9) 

But (dr)2 = - ds2 = - gab dxa dxb and therefore using 
also (1.1), 

.!f s dr = 1/1 dr - Ua .!f s dxa 
• 

Substituting from (1.10) into (1.9) gives 

h: .!f s dxb = (.!f sua + ,pua) dr; 

thus 

( 1.10) 

(1.11) 

.!f s ua = _,pua <;::? h: .!f s dxb = 0 . (1.12a,b) 

Since (1.12a) is not necessarily satisfied by a CKV S a then 
neither is ( 1.12b) and therefore the stronger condition ( 1.8 ) 
need not hold for a CKV. 
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The spacelike vector va in (1.2) may be expressed in 
terms of the fluid vorticity tensor (J)ab and this leads to kine­
matic conditions for (1.7) to be satisfied. As a particular 
case of a general kinematic expression for va established in 
Sec. II we find that when Sa ua = 0, 

(1.13 ) 

If the fluid is irroiational then (1.7) is satisfied by any CKV 
5 a orthogonal to ua while in a rotational fluid, (1.7) is satis­
fied by a CKV 5 a orthogonal to ua if and only if 5 a is parallel 
to the local fluid vorticity vector (J)a. 

By introducing dynamics through the Einstein field 
equations we show that (1.7) may be satisfied in an aniso­
tropic fluid if the energy flux vector qa vanishes and 5 a is a 
special conformal Killing vector (SCKV). A SCKV is de­
fined by (1.1) and the condition "';ab = 0 and includes ho­
mothetic motions as a particular case. We also show with the 
aid of Einstein's field equations that the unit spacelike vector 
of anisotropy na in a fluid with anisotropic pressure satisfies 

.Y s na = - ",na
, (1.14) 

if 5 a is a SCK V. Equation (1.14) is not true in general for a 
CKV. 

Cahill and Taub4 showed that spherically symmetric 
perfect fluid solutions admitting a homothetic motion repre­
sent the relativistic generalization of the self-similar solu­
tions of classical hydrodynamics-and are thus important 
for the study of explosions and shock waves. [In fact Cahill 
and Taub pointed to the conditional nature of (1.7), when 
they stated that it followed from the transformation proper­
ty of the Einstein tensor and from the perfect fluid form of 
the field source (see p. 7, Ref. 4).] Cahill and Taub used the 
physically motivated self-similar transformations to arrive 
at a homothetic KV that is isotropic (invariant under the 
rotational KV's), but neither orthogonal nor parallel to ua

• 

In a recent series of papers,5 Herrera and Ponce de Leon 
have found exact spherically symmetric solutions including 
anisotropic fluids, by assuming the existence of an isotropic 
CKV sa orthogonal to ua• No motivation is given for the 
condition 5 aUa = 0, but it is clearly the simplest case allow­
ing for a proper CKV and leading to nonstatic exact solu­
tions; in particular, (1.7) holds because 5 au a = 0 and the 
fluid is irrotational. Geometrically, their assumptions 
amount to assuming the existence of an isotropic intrinsic 
CKV in the surfaces t = const (see Sec. II). This forces the 
metric to be isotropically conformal to a spatially homogen­
eous metric (a special Kantowski-Sachs metric). 

The paper may be outlined as follows. In Sec. II kine­
matic results for the Lie derivative along a CKV 5 a of the 
timelike and spacelike unit vectors ua and na are derived. The 
special case in which Sa ua = 0 is considered and the geomet­
rical and physical interpretation of ( 1.7) is discussed. The 
fluid energy-momentum tensor is considered in Sec. III. For 
a fluid with anisotropic pressure the pressure parallel to the 
preferred direction na,PII' is different from the pressure per­
pendiculartonG,PI; whenPIl = PI and the energy flux vector 
~ vanishes the fluid reduces to a perfect fluid. Dynamic re­
sults for a fluid with anisotropic pressure and ~ = 0 are de­
rived in Sec. IV. The Lie derivative of Einstein's field equa-
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tions is decomposed with respect to ufl and na. Our approach 
is different from that of Herrara et 01.1 who used (1.7) and 
( 1.14) to evaluate the Lie derivative of the field equations; 
we use the Lie derivative of the field equations to prove that 
(1.7) and (1.14) are satisfied in this fluid ifsa is a SCKV. In 
Sec. V we generalize to include the cosmological constant 
and a possible nonzero magnetic field two equations of state 
obtained by Herrera et 01.12 relating PI! ' PI' and the total 
energy density p, which hold when 5 a is a SCKV orthogonal 
to ua

• We also consider the case not discussed by Herrera et 
01.1 in which 5 a is parallel to ua

• In Sec. VI a counterexample 
is given to demonstrate that the dynamic results depend cri­
tically on the vanishing of the energy flux vector if. The 
extension of the dynamic results to a fluid with qa = 0 but 
with arbitrary stress tensor is considered. Finally concluding 
remarks are made in Sec. VII. 

The notation and conventions of Ellis6 for relativistic 
fluid dynamics are followed throughout. 

II. LIE DERIVATIVES: KINEMATIC RESULTS 

In this section we restrict discussion to kinematic re­
sults. In subsequent sections we introduce dynamics through 
Einstein's field equations and we examine how the kinematic 
results derived here may be extended. Suppose that 5 a is a 
CKV satisfying (1.1); 5 a may be either timelike, null, or 
spacelike. 

Consider first any unit vector Xu, which may be either 
timelike or spacelike. ThenXaXa = E, where E = - 1 if xa 
is timelike and E = + 1 if xa is spacelike. We prove that 

.Y s xa = - ",xa + ya, (2.1) 

.Y s Xa = + "'Xa + Ya , (2.2) 

for some vector ya satisfying X" ya = O. In order to estab­
lish (2.1) we observe that we can always write 

.YsXa=axa+ Y", (2.3) 

for some scalar a and vector yo satisfying Xa yo = O. To 
obtain a we contract (2.3) with Xa: 

(2.4) 

But sinceXaXa = E we have 

X" .Ys xa +xa'ys Xa = 0, (2.5) 

and hence by writing .Y s Xa = .Y s (gatX t) and using ( 1.1 ) 
we find that 

Xa .Y s X" = - "'E . (2.6) 

Thus a = rp, which establishes (2.1). Equation (2.2) fol­
lows directly from (2.1) with the aid of (1.1): 

.Y s Xo = 2"'Xo + gat .Y s X' . (2.7) 

We now apply the results (2.1) and (2.2) to the fluid 
unit four-velocity vector ua and to any spacelike unit vector 
nO: Ua ua = - 1, nana = + 1. Later n° will be identified with 
the unit vector of anisotropy in the energy-momentum ten­
sor for a fluid with anisotropic pressure. We have 

.Y s ua 
- rpua + va , 

.Y s Ua = rpua + Va , 

where uava = 0 and 
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.ff s na = - rima + rna , 

.ff s na = rima + rna , 

where na rna = O. 

(2.10) 

(2.11 ) 

Identities (2.10) and (2.11) hold whether or not 
na ua = O. It is easily verified that if na ua = 0 then 

Vana + rnaua = O. (2.12) 

For, since na ua = 0 we have 

na .ffs ua + ua.ffs na = 0, (2.13) 

and (2.12) is derived by substituting from (2.8) and (2.11) 
into (2.13). 

The spacelike vector va can be expressed in terms of the 
vorticity tensor mab. For we can always write Sa = aua 

+ /3 a, where/3aua = 0 and a = - Saua, and therefore 

.ff s Ua = izua + aUa - a,bh : + 2{3 bU[a;b I ' (2.14) 

where an overhead dot denotes covariant differentiation 
along a fluid particle world line.6 But since 

(2.15 ) 

where (Jab is the rate of expansion tensor and ua is the four­
acceleration vector, Eq. (2.14) becomes 

.ff s Ua = (iz + Ub /3 b)Ua + aUa - a,bh: + 2CtJab /3 b , 

(2.16) 

which may be rewritten in terms of S a instead of /3 a as 

.ff s Ua = (iz + UbS b)Ua + aUa - a,bh: + 2CtJab s b . 

(2.17) 

It follows directly from (2.9) and (2.17) that 

r/J =iz + UbS b, (2.18 ) 

(2.19) 

Saua = 0 

Va = 2CtJabS b+ a(ua + (loga-1),bh:). 

Consider first the special case in which 
= -a. Then (2.18) and (2.19) reduce to 

r/J= UbS b, 

Va = 2CtJabS b . 

(2.20a) 

(2.20b) 

From (2.20a) it follows that a CKV sa orthogonal to ua is 
necessarily a Killing vector (K V) if S a is also orthogonal to 
ua or ifthe flow is geodesic, From (2.20b) we have 

Saua = 0 =>.ff sua = - r/Jua + 2CtJabSb , 

and therfore if Saua = 0 then 

(2.21 ) 

.ffs ua= _r/Jua~mabSb =0. (2.22) 

We note also that if Saua = 0 and the vorticity m;fO then 

mabSb = 0 ~ sa is parallel to ma . (2.23) 

If the fluid is irrotational then (1.7) is satisfied by any CKV 
orthogonal to ua

• Ifthe fluid is rotational then (1.7) is satis­
fied by a CKV orthogonal to ua if and only if S a is parallel to 
ma. Herrera et al. 1 proved that if Sa ua = 0 then 

.ff s Ua = r/Jua => mabS b = 0 , (2.24) 

but their conclusion that mabS b = 0 for all CKV S a orthogo­
nal to ua is not valid because .ff s Ua = r/Jua is not necessarily 
satisfied by a CKV orthogonal to ua

• 

Second, if S a is parallel to ua
, then (1.7) is clearly satis-
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fied. Note that in this case (2.19) shows that a-I is an accel­
eration potential, while (2.15) contracted with o"b shows 
that O'ab = 0: 

sa=aua=>ua = - (loga-1),bh:, O'ab =0. (2.25) 

We conclude this section by considering two geometri­
cal interpretations and a physical interpretation of ( 1.7). 

Consider first the Lie derivative of the fluid projection 
tensor hab = gab + uaub. A simple calculation based on 
(1.1) and (2.9) gives 

.ff s hab = 2r/Jhab + 2u(a Vb) , 

and therefore since Va Ua = 0, 

.ff s Ua = - r/JUa ~ .ff s hab = 2r/Jhab . 

(2.26) 

(2.27a,b) 

Hence (2.27a) is satisfied if and only if sa is a conformal 
motion of the fluid projection tensor hab' Now, in an irrota­
tional fluid the rest spaces orthogonal to ua at each point 
form global spacelike hypersurfaces orthogonal to ua with 
intrinsic metric tensor hab' If further sa is orthogonal to ua 

then S a lies in these hypersurfaces and when m = 0 we know 
from (2.21) that (2.27a) is satisfied. Thus (2.27b) also 
holds and S a must be an intrinsic CKV of the hypersurfaces. 

An alternative geometrical interpretation of (1. 7) is 
that S a maps integral curves of ua into integral curves of ua. 
When r/J;f 0, the mapping involves a rescaling of ua by a 
change of parameter, but the family of integral curves of ua 

as a whole is mapped into itself. Thus S a is a dynamical 
symmetry of the fluid flow. One consequence of this dynami­
cal symmetry property is that new constants of the fluid mo­
tion may be generated from existing constants. For suppose 
that! is a constant of the fluid motion; then 

(2.28) 

It follows that S!==/asa is also a constant of the fluid mo­
tion if ( 1. 7) is satisfied: 

u(S!) = [u,S]! + S(u!) = r/Ju! + S(u!) = O. (2.29) 

A physical interpretation of (1.7) exists in terms ofma­
terial curves in the fluid. A material curve in a fluid is a curve 
that consists at all times of the same fluid particles and there­
fore it moves with the fluid as the fluid evolves; it is some­
times said to be "frozen-in" to the fluid. The integral curves 
of S a are therefore material curves if ( 1.7) is satisfied. 

An important special case of material curves occurs 
when Saua = O. If m;fO and (1.7) is satisfied then the CKV 
S a must be parallel to ma. The integral curves of S a are there­
fore vortex lines that will be material curves in the fluid. This 
is a consequence of a symmetry property of the flow and not 
of the physical nature of the fluid. It can be shown conversely 
that if S a is a CKV orthogonal to ua and if the integral curves 
of S a are material curves then they must be vortex lines if 
m;fO. For, the vector mabSb is orthognal to both ua and sa 
and it therefore follows from (2.21) that mabSb = 0 since 
otherwise the integral curves of S a would not move with the 
fluid. Thus sa must be parallel to ma. 

III. ENERGY-MOMENTUM TENSOR 

Before applying Einstein's field equations in Sec. IV we 
consider here the fluid energy-momentum tensor. 
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For a fluid with anisotropic pressure and vanishing en­
ergy flux the energy-momentum tensor may be written in the 
form 

Tab = pUaUb + PII nanb + P lpab , (3.1 ) 

where p is the total energy density of the fluid measured by 
an observer with four-velocity ua

; na is a unit spacelike vector 
orthogonal to ua

, 

(3.2) 

pab is the projection tensor onto the two-plane orthogonal to 
ua and n°, 

(3.3 ) 

and PII and p 1 denote the pressure parallel and perpendicular 
tona, respectively. WhenPIl =Pl' (3.1) reduces to the ener­
gy-momentum tensor for a perfect fluid. In a local comoving 
inertial system in which 

ua=I5~, na=I5~, g"b=diag[ -1,1,1,1], (3.4) 

(3.1) becomes 

(3.5) 

Fluids with anisotropic pressure have been studied ex­
tensively in the recent literature.I.5.7-12 We comment here 
briefly on two examples of physical systems described by the 
energy-momentum tensor (3.1). 

First an energy-momentum tensor of the form (3.1) is 
derived for a fluid consisting of two perfect fluid compo­
nents.S,ll If the two perfect fluids are decoupled from each 
other or interact weakly then anisotropic pressure may be 
important in the time evolution of the fluid. In astrophysics 
this situation could exist in neutron stars. II 

Second, a strong magnetic field in a plasma in which the 
particle collision density is low can cause the pressure along 
and perpendicular to the magnetic field lines to be un­
equal 13.14; if the collision density is high an isotropic pressure 
distribution would quickly evolve. For this system the total 
energy-momentum tensor is 

Tab =PUaUb + Pll nanb + Plpab + T~~ , (3.6) 

where na = HaIH, H a is the local magnetic field measured 
by ua

, and T~~ is the electromagnetic energy-momentum 
tensor, which we will take to be the Minkowski tensor. If the 
local electric field E a vanishes then the Minkowski tensor 
for a pure magnetic field isiS 

TaEb
M 

= ~H2uaub _ ~H2nanb + ~H2pab (3.7) 
2 2 2' 

where A. is the magnetic permeability. On substituting from 
(3.7) into (3.6) we obtain 

where 

ji =p + (A. 12) H2, 

PII =PII - (A. 12) H2, 

Pl =Pl + (A. 12) H2. 

(3.8) 

(3.9) 

(3.10) 

(3.11 ) 

From (3.10) we see that the magnetic field contributes a 
tensile stress along the field line. The total energy-momen-
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tum tensor (3.8) takes the form (3.1) for a fluid with aniso­
tropic pressure. 

The most general expression for the energy-momentum 
tensor of a fluid is 

Tab = puaub + ph ab + 2q(aub) + 1f'b, (3.12) 

where P is the isotropic pressure, qa is the energy flux vector 
relative to ua, and 1f'b is the tracefree stress tensor or aniso­
tropic pressure tensor: qaua = 0, 1TabUb = 0, 1f'a = O. The 
energy-momentum tensor (3.1) can be written in the form 
(3.12) with qa = 0 and 

P=j(2Pl +PII) , 

1f'b = (Pl - PII )(j h ab _ nanb) . 

(3.13) 

(3.14 ) 

A stress tensor of the form (3.14) is also obtained for a colli­
sionfree gas in locally rotationally symmetric Bianchi space­
times, where na is the local preferred direction. 16 

IV. LIE DERIVATIVES: DYNAMIC RESULTS 

The Lie derivative along a CKV 5 a of Einstein's field 
equations has been evaluated by Herrera et al. I If the cosmo­
logical constant A does not vanish then l7.IS 

.!fsTab =2(Ot/l+At/I)gab -2t/1;ab' (4.1) 

where 

(4.2) 

Because the energy-momentum tensor occurs in (4.1) the 
dynamic results depend on the kind of fluid considered. In 
this section we consider in detail a fluid with anisotropic 
pressure and vanishing energy flux vector described by ener­
gy-momentum tensor (3.1). A magnetic field can be includ­
ed by replacing p, PII' and Pl by ji, PII' and Pl defined by 
(3.9)-(3.11). In Sec. VI we examine the extension of the 
results to a fluid with a general energy-momentum tensor. 

Suppose that Tab is given by (3.1). With the aid of (2.9) 
for .!f sUa and (2.11) for .!f sna a direct calculation yields 

.!f sTab = (.!f s p + 2t/1p)uaub + (.!f s PII + 2t/1PII )nanb 

+ (.!f s Pl + 2t/1Pl )Pab + 2(p + Pl )U(oVb) 

+ 2(PII - Pl )n(amb) , (4.3) 

which, when substituted into (4.1), gives 

20t/l(Pab - UaUb + nanb) - 2t/1;ob 

= [.!f s p + 2t/1(p + A) ] Ua Ub 

+ [.!f s PII + 2t/1(PII - A) ]nanb 

+ [.!fsPl +2t/1(Pl-A)]Pab 

+ 2(p + Pl )U(a Vb) + 2(PII - Pl )n(amb) . (4.4) 

By contracting (4.4) in turn with the tensors uaub, uanb, 
uapbe, nanb, napbc, pab, and paepbd _ ! pobped the following sev­
en equations are derived: 

uOub: .!fs p + 2t/1(p + A) = - 2(Ot/l+ t/I;abUaub) ,(4.5) 

uOnb: (p+PII)nbvb =2t/1;abuonb, (4.6) 

UOpbe: 

nanb: 

nOpbc: 

(p + Pl )pbcVb = 2t/1;ab Uapbc , (4.7) 

.!fsPIl +2t/1(PII -A) =2(Ot/l-t/l;abnanb) , (4.8) 

( ) be 2.1• a be Pl -PII P mb = 'I';abnp , (4.9) 
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(4.10) 

pacpbd _ ~ pabpcd: "';ab pacpbd - ~ ("';ab pab)pcd = 0 . (4.11 ) 

Since naua = 0, (2.12) applies and was used in the deriva­
tion of (4.6). Equations (4.5 )-( 4.11) are valid for any CKV 

sQ· 
We now restrict consideration to special conformal 

Killing vectors (SCKV) that satisfy the condition "';ab = O. 
For a SCKV, (4.5 )-( 4.11) reduce to 

if s I-' + 2",(1-' + A) = 0, 

if s PII + 2"'(PII - A) = 0 , 

if s P1 + 2"'(P1 - A) = 0 , 

(4.12) 

(4.13) 

(4.14) 

( 4.15) 

(I-' + P1 )pabVb = 0, (4.16) 

(P1 _PII)pabmb =0. (4.17) 

Equations (4.12)-( 4.14) were derived by Herrera et 01.1 for 
A=O. 

Consider now (4.15) and (4.16) and assume that 

I-' + PII ¥=O and I-' + P1 ¥=O. (4.18) 

In the presence of a pure magnetic field the conditions corre­
spondingto (4.18) are, using (3.9)-(3.11), 

."+.011 =I-'+PII¥=O and ."+.01 =1-'+P1 +iiH
2

¥=0. 
(4.19) 

If conditions (4.18) are satisfied then from (4.15) and 
(4.16), 

nbvb = 0, pabVb = O. (4.20) 

Thus Vb can at most be parallel to ub and since UbVb = 0 we 
conclude that Vb ==0. Equations (2.8) and (2.9) reduce to 

ifsua = - ","a, (4.21) 

if s Ua = ","a . ( 4.22) 

There remains only (4.17) to consider. If PII = Pi then 
the anisotropic fluid reduces to a perfect fluid and the ener­
gy-momentum tensor does not depend on n°. We therefore 
suppose that 

P 1 - PII ¥= 0 . ( 4.23) 

If a pure magnetic field is present then the corresponding 
condition is, from (3.10) and (3.11), 

.01 -.011 =P1 -PII +iiH 2 ¥=0. (4.24) 

Now, when (4.23) is satisfied, (4.17) gives 

pabmb =0. 

We also have nbmb = 0 and furtherfrom (2.12) 

ubmb = - nbvb . 

(4.25) 

(4.26) 

But if I-' + PII ¥= 0 it follows from (4.15) that nbvb = 0 and 
therefore ubmb = 0 by ( 4.26). Thus since pabmb = 0, 
nbmb = 0, and ubmb = 0 we conclude that mb =0 and 
(2.10) and (2.11) reduce to 

if s na = - "'na , 

if s na = "'na . 

(4.27) 

(4.28) 

Herrera et 01.1 used (4.22) and (4.28) to evaluate 
if sTab and then derived the identities (4.12)-(4.14) (with 
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A = 0). We have shown that (4.12)-(4.14) do not require 
(4.22) and (4.28) for their derivation. Equations (4.22) and 
( 4.28) cannot be obtained in general from kinematic consid­
erations alone. We have shown here that they are a conse­
quence of Einstein's field equations for the particular case 
when S a is a SCKV and the energy-momentum tensor has 
the form (3.1). The derivation of (4.22) required also the 
reasonable assumptions contained in (4.18), and (4.28) re­
quiredplI ¥=P1 andl-' + PII ¥=O. 

The foregoing results apply to any SCKV ta. Consider 
now a SCKV t a orthogonal to ua

• Then from (2.20b) the 
kinematic result va = 2wab S b holds and since va = 0 in a fluid 
with energy-momentum tensor (3.1) it follows that t a must 
be parallel to (J}a if (J}¥=O: any SCKV orthogonal to ua ad­
mitted by a rotational fluid space-time with energy-momen­
tum tensor (3.1) must be parallel to (J}a. The integral curves 
of S a are vortex lines and since (4.21) is satisfied the vortex 
lines are material lines in the fluid. 

v. EQUATIONS OF STATE 

In a fluid with anisotropic pressure (and vanishing ener­
gy flux vector) the special conformal Killing vector property 
implies through the Einstein field equations relations 
betweenPlI'Pi, and 1-'. These have been investigated by Her­
rera et 01. 1 for a SCKV parallel to na and orthogonal to both 
na and ua

• We generalize their results to include the cosmolo­
gical constant A and a nonzero magnetic field. We also con­
sider the case of a SCKV parallel to ua, which was not dis­
cussed by Herrera et 01.1 

If S a is a CKV satisfying (1.1) then 

(RabSb);a = -30",. (5.1) 

This result; which is purely kinematic, may be derived by 
first showing with the aid of ( 1.1) and the identity 

R ab. =lR g'b 
,Q 2 ,a 

that 

(R abSb );a = ~ (ifs R + 2",R) . 

Equations (5.1) follow on noting that l8 

if s R = - 2",R - 60", . 

(5.2) 

(5.3) 

(5.4) 

Dynamics is introduced through Einstein's field equations6 

R ab = Tab _! Tg'b + Ag'b , (5.5) 

which, when substituted into (5.1), give 

[(Tab_~(T-2A)g'b)tbla = -30",. (5.6) 

For a SCKV, 0", = 0, and (5.6) reduces to 

[(Tab_~(T-2A)g'b)tbla =0. (5.7) 

The conservation law (5.7) is the basis of the subsequent 
analysis. For a fluid with energy-momentum tensor (3.8), 

(Tab - ~(T - 2A)g'b)Sb 

= ~(." + 2P1 + .011 - 2A)ua(UbSb) 

+ !(fi - .011 + 2A)pabtb 

+!(fi - 2P1 + .011 + 2A)na(nbtb) . (5.8) 

Before studying a fluid with anisotropic pressure, con­
sider a perfect fluid for which .011 = .01 = p. Suppose that t a 
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is a SCKV and consider first the case Saua = O. (We have 
seen that if ro:;60, sa must be parallel to roa

.) Then from 
(5.8), 

(Tab - !(T - 2A)g"b)Sb = !(,u - P + 2A)Sa, (5.9) 

which, when substituted into (5.7), gives 

.!fs Jl-.!f s P + (Jl- P + 2A)s a;a = O. (5.10) 

But from (1.1), 

(5.11 ) 

and using also (4.12) and (4.13) [or (4.14)], which hold 
for a SCKV, (5.10) becomes 

t/J(Jl- P + 2A) = O. (5.12) 

Thus 

either t/J = 0 or P = Jl + 2A . (5.13 ) 

In a perfect fluid space-time a SCKV orthogonal to ua is 
necessarily a KV unless P = Jl + 2A. Second, if S a is parallel 
to ua a similar calculation yields 

either t/J=O or Jl+3p-2A=0. (5.14) 

A SCKV parallel to ua in a perfect fluid space-time is neces­
sarilya KV unless Jl + 3p - 2A = O. Equations (5.13) and 
(5.14) generalize to a SCKV result due to McIntosh19,20 for 
a homothetic vector and A = O. The work of Collins21 on 
shearfree perfect fluid solutions of Einstein's equations with 
vanishing magnetic Weyl tensor includes an example of 
McIntosh's result for Saua = 0 adjusted for A:;60. 

Consider now the extension of these results to a fluid 
with anisotropic pressure and vanishing energy flux vector. 
The case S aUa = 0 depends on the relative orientation of sa 
and n°. Two special cases can be considered: S a parallel to na 

and S a orthogonal to na (and ua). Both cases were discussed 
by Herrera et al. 1 and in each case, if ro:;6 0, S a must be paral­
lel to roa

• 

First, suppose that S a is parallel to na: sa = sna. Then 
since ubnb = 0 andpabnb = 0, (5.8) reduces to 

(Tab - !(T - 2A)g"b)Sb = !(jl- 2Pl + PI! + 2A)sa, 

(5.15) 

which, when substituted into (5.7), gives 

.!f s jl - 2.!f s P 1 + .!f s PI! 

+ (jl-2Pl +PI! +2A)SO;a =0. (5.16) 

Using (4.12)-( 4.14), which remain valid ifJl,PI!' andPl are 
replaced by jl'PI!' andpl' and (5.11), (5.16) simplifies to 

t/J(jl-2Pl +PI! +2A) =0, (5.17) 

and hence with the aid of (3.9)-(3.11) we find that 

either t/J=O or 2Pl -PI! =Jl-AH2+2A. (5.18) 

Second, suppose that S ° is orthogonal to na and ua
• Then 

pabSb = sa and (5.8) becomes 

(Tab _ !(T - 2A)g"b)Sb = !(jl- PH + 2A)sa. (5.19) 

On substituting (5.19) into (5.7) and proceeding as before 
we obtain 

t/J(jl- PI! + 2A) = 0 , 

and hence 
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(5.20) 

either t/J = 0 or PH = Jl + AH2 + 2A. (5.21) 

No condition is placed onpl by a SCKV orthogonal to n°. 
WhenH = 0 = A, (5.18) and (5.21) reduce to the results of 
Herrera et a/. 1 and, further, when PH = P 1 = p, (5.13) is re­
gained. 

Finally, suppose that S a is parallel to ua
• Equation (5.8) 

reduces to 

(Tab - !(T - 2A)g"b)Sb = - !(jl + 2Pl + PH - 2A)Sa, 

(5.22) 

and proceeding as previously we find that 

t/J(jl + 2Pl + PI! - 2A) = 0 ; 

thus 

(5.23) 

either t/J = 0 or Jl + 2p 1 + PI! + AH 2 - 2A = 0 . 

(5.24) 

When A = 0, the second alternative in (5.24) is in general 
nonphysical. Equation (5.24) reduces to (5.14) whenH = 0 
andpH =Pl =p. 

VI. GENERAL ENERGY-MOMENTUM TENSOR 

The dynamic results of Secs. IV and V are based on the 
energy-momentum tensor (3.1). There are two directions in 
which (3.1) can be generalized: first by including a nonzero 
energy flux vector qa and second by considering a general 
stress tensor 1f'b instead of the special form (3.14). 

We first show by means of a counterexample that when 
qa:;60 the relation .!f suo = - t/Jua need no longer hold for a 
SCK V So. Consider the radiationlike viscous fluid solution 
in k = 0 FR W space-time found by Coley and Tupper.22 The 
metric is given by (1.3) expressed in spherical polar coordi­
nates (r,O,t/» and with R('TJ) = !'TJ. The fluid four-velocity 
vector is 

u = (2/'TJ)(cosh <I> a1/ + sinh <I> a,) , (6.1) 

where <1>( 'TJ,r) is the hyperbolic tilt angle. Consider the trans­
lation KV 

~ = ax = sin 0 cos t/> a, + (l/r)(cos 0 cos t/> all 
- csc 0 sin t/> a",) , 

which is a SCKV with t/J = O. Clearly, 

.!fs u= [~,u]:;6 -t/Ju=O. 

(6.2) 

(6.3) 

In this counterexample, the stress tensor 1f'b is of the form 
(3.14). For, 

(6.4 ) 

where A is the coefficient of shear viscosity and cT'b is the 
fluid shear tensor, and since ua is isotropic (invariant under 
the rotational Killing vectors), cT'b must be of the form 

(6.5) 

where n = (2/"1 )a, is the unit radial vector. This counterex­
ample demonstrates the difficulty of extending results of 
Secs. IV and V to fluids with ~:;60 even ifthe stress tensor 
retains the simple form (3.14). 

Consider now an anisotropic fluid with arbitrary stress 
tensor 1f'b (1f'bUb = 0, 1f' a = 0) but with qa = O. Suppose 
that sa is a SCKV. If (3.12) with qa = 0 is substituted into 
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( 4.1) with t/J.ab = 0 and (4.1) is contracted in tum with the 
tensors uaub: h ab, uah~, and h ~h ~ - ~ h abhcd ' then the fol­
lowing four equations are obtained: 

uaub: .!f s Jl + 2t/J(Jl + A) = 0, 

h ab: .!f s P + 2t/J(p - A) = 0 , 

(6.6) 

(6.7) 

uah~: 1TcbVb = - (Jl + p)vc , (6.8) 

h~h~-!habhcd: .!fs1Tcd=2u(c1Td)bVb. (6.9) 

Equation (4.12) therefore remains valid for general ~b if 
if' = 0, and (4.13) and (4.14) are replaced by (6.7). Using 
(6.8), (6.9) becoJDes 

.!f s1Tcd = - 2(Jl + P )U(cVd) . (6.10) 

Since Va ua = 0, it follows from (6.10) that if Jl + P =1= 0 and 
if' = 0 then for a SCKV sa, 

(6.11 ) 

We now give two examples of fluids in which va must 
vanish. First, consider fluids in which the three principal 
stresses are compressive. This condition will be satisfied in 
many astrophysical and cosmological situations since we do 
not in general expect to find a fluid under tension. We have, 
using (6.8) and if' = 0, 

(6.12) 

Thus if is a spacelike (vaua = 0) eigenvector of Tab with 
eigenvalue - Jl that is negative. But if the three principal 
stresses are compressive, the eigenvalues of Tab correspond­
ing to spacelike eigenvectors must be positive,23,24 and there­
fore the only permissible solution to (6.12) is va = O. Al­
though, for a fluid in equilibrium, thermodynamic 
considerations indicate that the pressure must be positive, 
negative pressure corresponding to a state of tension in the 
fluid can exist in nonequilibrium metastable states; sponta­
neous contraction of the fluid can result in the formation of 
cavities in the fluid and this can lead to possible negative 
pressures. In the neighborhood of a critical point, for exam­
ple, a superheated liquid may have a negative pressure. 25 

Second, consider a relativistic gas. The energy-momen­
tum tensor describing the matter content of a relativistic gas 
is26•27 

(6.13) 

where summation is over all the species of the gas, pa is the 
future-directed four-momentum of a particle of the gas, IA. is 
the distribution function, and 1T A. is the coordinate-indepen­
dent volume element on the mass shell PA. for particles of 
speciesA. From (6.13), 

(6.14 ) 

while from (6.12), 

Tabvavb = - JlVava..;,O. (6.15 ) 

Since va is spacelike, we conclude from (6.14) and (6.15) 
that va = 0 for a relativistic gas described by (6.13). 

Finally we examine the possibility of extending the re­
sults of Sec. V on equations of state to an anisotropic fluid 
with arbitrary 1Tab but if' = O. When if' = 0 we have 
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(Tab - !(T- 2A)~b)Sb 

= !(Jl + 3p - 2A)ua(ubSb) 

+ !(Jl- P + 'lA)h abSb + ~bSb . ( 6.16) 

We assume that sa is a SCKV so that (5.7) is satisfied. The 
analysis is the same as in Sec. V with (6.6) and (6.7) taking 
the place of (4.12)-(4.14). 

Suppose first that Sa ua = O. In place of ( 5.12) for a per­
fect fluid we find that 

( 6.17) 

But from the momentum conservation equation with qa = 0, 

(Jl + p)ua = - h ac(p,c + 1T/b) , (6.18) 

and by contracting (6.18) with Sa and using again (6.7) we 
find that 

~b;aSb = 2t/J(p - A) - (Jl + p)uaS a . (6.19) 

Substituting from (6.19) into (6.17) gives 

(Jl + p)(t/J - uaS a) = 0, (6.20) 

which is identically satisfied for any Jl and p by virtue of 
(2.20a). 

Second, suppose that sa is parallel to ua. Then since 
1TabUb = 0, 1Tab makes no contribution to (6.16) and there­
fore the perfect fluid result (5.14) is again obtained. The 
statement (5.14) is therefore valid for a SCKV orthogonal to 
ua in an anisotropic fluid with arbitrary 1Tab provided qa = O. 
In particular it agrees with (5.24) for a fluid with anisotrop­
ic pressure since p is related to PI! and p 1 through (3.13). 

VII. CONCLUDING REMARKS 

The following argument may explain why a SCKV sa 
may be expected to satisfy the relation 

(7.1) 

in an anisotropic fluid with arbitrary ~b and qa = O. When 
t/J;ab = 0, sa satisfies l8 

.!f s Rab = 0, (7.2) 

and therefore the Ricci tensor is invariant under the map­
ping sa. (A SCKV is a particular case of a Ricci collineation 
vector.) Since the eigendirections are an invariant property 
of a tensor we may expect that the Ricci eigendirections will 
be invariant under the mapping sa. Now from (3.2) with 
qa = 0 and Einstein's equations (5.5) we have 

Rab Ub = - !(Jl + 3p - 2A)ua , (7.3) 

and therefore ua is a timelike eigendirection of R ab . Hence 
we may expect that S a will map the integral curves of ua into 
themselves and therefore that 

.!f s ua = lua (7.4) 

for some scalar function l(xC
). By contracting (7.4) with Ua 

and using (1.1) it can be verified that 1= - t/J. For a fluid 
with anisotropic pressure and vanishing energy flux de­
scribed by energy-momentum tensor (3.1), we also have 

Rab nb = !(Jl + PI! - 2Pl + 2A)na , (7.5) 

and therefore na is a spacelike eigendirection of Rab , which 
may explain the relation 
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.? s na = - t/lna 
• (7.6) 

As well as considering a general anisotropic fluid with 
arbitrary stress tensor it was also of value to study the special 
case of a fluid with anisotropic pressure described by stress 
tensor (3.14). Relations for the anisotropy vector na could 
be developed and also the results derived depended on 
weaker conditions. For example, although the assumption of 
positive eigenvalues corresponding to spacelike eigenvectors 
of Tab is sufficient to derive (7.1) for arbitrary 1f'b it is not 
necessary for the special case of a fluid with anisotropic pres­
sure. The spacelike eigenvectors of the energy-momentum 
tensor (3.1) are na and any vector that lies on the two-plane 
orthogonal to ua and na. The corresponding eigenvalues are 
PII and Pl' If a pure magnetic field is included, the eigenval­
ues are .011 and .oland from (3.10) .011 may be negative if the 
intensity of the magnetic field is sufficiently strong. To de­
rive (7.1) in a fluid with anisotropic pressure we required 
only (4.18) [or (4.19) if H =1=0] and not PII >0 and Pi> 0 
(or .011 > 0 andpl > 0). 

Although the kinematic results derived here for a CKV 
are valid in general, the dynamic results established for a 
SCKV depend on the energy-momentum tensor. These dy­
namic results depend crucially on the vanishing of the ener­
gy flux vector. 
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Power asymptote singularities are discussed in the scale covariant theory of gravitation. Some 
general results are derived. Special attention is paid to the Friedmann [A. Friedmann, Z. Phys. 
10, 377 (1922)] and Kasner [E. Kasner, Am. J. Math. 43, 217 (1921)] models. A wider class 
of behavior is exhibited and it is shown that the results obtained constitute a generalization of 
the corresponding general relativistic results. 

I. INTRODUCTION 

All the orthogonal spatially homogeneous cosmologies 
in general relativity with zero cosmological constant, perfect 
fluid source, and the usual equation of state, which are ex­
panding at some instant, originate at a singularity at which 
the energy density of the fluid diverges. I These cosmological 
solutions have been classified on the basis of which power 
asymptote they admit at the singularity. 2 An interesting 
question that arises is how this classification changes in al­
ternative theories of gravity. In this article we investigate 
pQwer asymptote singularities in homogeneous cosmologies 
in the scale covariant theory3 and show that more diverse 
behavior is possible as compared to general relativity. The 
scale covariant theory is a viable alternative theory to gen­
eral relativity, which incorporates a variable gravitational 
"constant. "4.5 

II. POWER ASYMPTOTES IN GENERAL RELATIVITY 

In this section we review briefly the concepts needed to 
describe the power asymptotes in general relativity. Further 
details can be found in the beautiful paper by Wainwright. 2 

In its eigenframe, the expansion tensor (Jab has the form 

(Jab = diag(0,(JI,(J2,(J3), 

where the (Ja' a = 1,2,3, are the eigenvalues associated with 
the spacelike eigenvectors. Length scales la are defined (up 
to constant scale factors) by 

ia/la = (Ja' 

where the overhead dot denotes di1ferentiation with respect 
to t, t being the clock time along the fluid flow lines. As the 
singularity at t = ° is approached, the diagonal tetrad com­
ponents (J a are of the form 

(Ja = (Pa/I) [1 + OCt')], a = 1,2,3, (2.1) 

where the Pa are constants that characterize the power as­
ymptote. The OCt ') denotes higher-order terms that tend to 
zero as a power of t. 

In addition to the Pa' the following finite limits are de­
fined: 

13 1· 31' f3 1· 3a2 f3 1· - 3R * m= 1m-2 , .= 1m-2 , c= 1m 2' 
t - 0+ (J t - 0+ (J t - 0+ 2(J 

(2.2) 

where 1', (J, and (T are the matter density, expansion, and 
shear of the fluid, and R * is the curvature of the hypersur-

faces orthogonal to the fluid flow. Depending upon whether 
13 m =F O, 13. =FO, or 13 c =FO, the matter, shear, or curvature, 
respectively, are dynamically significant near the singular­
ity. In view of the equation4 

!(J2=a2+p-~R*, (2.3) 

the constants in (2.2) satisfy the relation 

13 m + 13. + f3c = 1. (2.4) 

Each of the constants 13 m' 13., and 13 c is non-negative. If 13 m 

= 1, then the matter is dynamically important near the sin­
gularity, 13. = 1 means a shear-dominated singularity and 
13 c = 1 a curvature-dominated singularity. The following re­
lations hold: 

f3 c = ° 1\ 13m =FO=;f3. = 0, 

13. = O=;f3c = 0. 

(2.5) 

(2.6) 

The power asymptotes are classified according to the 
dynamical significance of the matter, shear, and spatial cur­
vature. In addition various subcases are distinguished ac­
cording to the values of the P a. In the case of the Friedmann6 

cosmologies, we have 

13m = 1, 13. = 0, f3c = 0, (2.7) 

PI = P2 = P3 = 2/(3y), (2.8) 

2/y = PI + P2 + P3 = pi + pi + p~ = 4/(3y2), (2.9) 

whereas in the case ofthe Kasnee model we have 

13m = 0, 13. = 1, f3c = 0, (2.10) 

PI =! + 2(sin a)/3, P2 = i + 2(sin(a + 21T/3»)/3, 

P3 =! + 2(sin(a + 417"/3»)/3, -1T/6<a<;'1T/2, (2.11) 

2/y>PI +P2 +P3 =pf +p~ +p~ = 1. (2.12) 

III. POWER ASYMPTOTES IN THE SCALE COVARIANT 
THEORY 

According to the scale covariant theory, Einstein's field 
equations are valid in gravitational units, which describe 
macroscopic phenomena, whereas physical quantities are 
measured in atomic units, which relate to microscopic phe­
nomena. The metric tensors in the two units are related by a 
conformal transformation 

gab = tfJ2CtA )(gA )ab' ° <tfJ < 00, (3.1) 

where the sUbscript A denotes atomic units. We use the sym-
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hoI t/J instead of the more usual {3, as we reserve {3 for the 
constants appearing in Sec. II. The scale function t/J is consid­
ered here to be a function only of time since we are concerned 
only with homogeneous cosmologies. Tensors and equations 
in the scale covariant theory are obtained from the corre­
sponding general relativistic ones by making the conformal 
transformation (3.1). Covariant differentiation has to be re­
placed by co-covariant differentiation. 3.8 

Hence we have3.9,lo 

() = t/J-I«()A + 3~/t/J), 
Gf.l = t/J- 2GAf.lA' 

U=t/J-IUA , 

t = fQt/J(tA )dtA. 

(3.2) 

(3.3 ) 

(3.4) 

(3.5) 

In the scale covariant theory, allowance is made for a possi­
ble variation of the gravitational constant GA' 

Since 

(3.6) 

the (p A ) a are obtained from the equation 

«()A)a = [(PA)a/tA][l +O(t~)], a= 1,2,3. (3.7) 

Motivated by the corresponding general relativistic defini­
tions in Sec. II, we define the following limits: 

{3 
. 3~ 

( A)s = hm --, 
1,.-0+ ()~ 

-3R· 
({3A )c = lim A. 

1,,_0+ 2()~ 

(3.8) 

The functional forms that have been considered for t/J as 
being consistent with observations arelo 

(3.9) 

where to, £ are constants. We shall consider - 1<£< 1, 
which includes the above cases except for £ = 1. This case 
can be treated separately since it leads to logarithmic func­
tions [see Eq. (3.5)], but we shall not pursue this case 
further in this article. 

Furthermore, in the scale covariant theory it is assumed 
thatll,I2 the gravitational constant varies as the universe of 
time, viz., 

GA = BoftA , Bo = const. 

From Eq. (2.3) we find that 

(3.10) 

R • = 2~ + 2p, - i() 2, 

which together with (3.2)-(3.4) lead to 

R·=t/J-2R~. (3.11) 

From (2.2), (3.8), (3.9), and (3.11) we infer the following. 
(i) {3s = O=}({3A )s = o. So a velocity-dominated sin­

gularity l3.14 in gravitational units implies a velocity-domi­
nated singularity in atomic units. Furthermore, P s > 0 
~({3A)s>O. 

(ii) Pc = O~ ({3A)c = 0 and{3c >O~ ({3A)c >0. 
(iii) (P A). = O~ ({3A )c = O. 
(iv) {3 m = 0 ~ ({3 A ) m = O. If matter is dynamically 

negligible in gravitational units, it is also dynamically negli­
gible in atomic units. 
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( v ) Flat three-spaces in gravitational units imply fiat 
three-spaces in atomic units. 

(vi) The equation 

({3A)m + ({3A)s = ({3A)c = 1 

does not hold in atomic units except for the case t/J = 1, i.e., 
gravitational units. 

IV. FRIEDMANN COSMOLOGIES IN THE SCALE 
COVARIANT THEORY 

The Friedmann-type equation for the Robertson-Walk­
er metric in the scale covariant theory is3 

3(iA/IA +~/t/J)2+k/l~ -GAf.lA -AA =0. (4.1) 

Since3.to 

l(t) = t/J(tA )/A (tA ), 

dt = t/J(tA )dtA> A = t/J-2(tA )AA (fA)' 

and using (3.3) we find that Eq. (4) becomes the familiar 
general relativistic Friedmann equation 

3i 2 - Gf.l/2 - A/2 = - 3k. 

The asymptotic behavior of this equation for small I or 
equivalently for small t is well known IS: 

I = Cot 2/(3y), Co = const. (4.2) 

Now small atomic times correspond to small gravitational 
times, and we thus find by transforming back to atomic units 
that the asymptotic behavior for small times in the scale co­
variant theory is given by 

IA = Dot ~ + 2/(3y) - 2EI(3 y ), Do = const. (4.3) 

Although IA does not always tend to zero as tA --0, it is 
easy to verify from the integral to of the conservation equa­
tion 

(4.4) 

and Eqs. (3.10) and (4.3) that, for the range of values of £ 

considered, we always have a singularity as tA -0, i.e., the 
energy density diverges. 

We may now state our results for Friedmann cosmolo­
gies in the scale covariant theory: 

_ {1' if t/J = const and GA = const, 
({3A)m - . 

0, otherwise; 

(PA)S = ({3A )c = 0; 

3£ + 2( 1 - £)/r 

= (PA)I + (PA)2+ (PAh>(PA)~ + (PA)~ + (PA)~ 
= 3£2 + 4£( 1 - £)/r + 4( 1 - £)2/(3r). 

The last relation holds for r = 1 and r = ~ (the latter except 
when £ = - 1, in which case the inequality becomes an 
equality). 

V. KASNER MODEL IN THE SCALE COVARIANT 
THEORY 

It is well known that in general relativity the shear varies 
as 

(5.1) 
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In atomic units, the shear varies asl6 

~ = tfJ2(tA )02. (5.2) 

From relations (5.1), (5.2), (3.5), and (3.9), we find that 
the shear in atomic units varies as 

~-tA-2. (5.3) 

Further, the length scale in the Kasner model is given byl6 

(5.4) 

from which we can calculate () A. Thus 

(/3A)' = lim (3a2/() 2) = 1, (5.5) 
1-0+ 

which is the same as the general relativistic result. From the 
results of Sec. III, it follows that (/3 A ) C = 0 and, since the 
Kasner model is empty, (/3 A ) m = 0 since J.L A = O. 

From the relation (5.4) we find that 

(p A ) I = Al + (1 - Al )E, 3AI = 1 + 2 sin a, 

(PA)2 = A2 + (1 - A2)E, 3A2 = 1 + 2 sin(a + 217"/3), 

(pA)3 = A3 + (1 - A3)E, 3A3 = 1 + 2 sin(a + 417-/3). 

Thus 

(5.6) 

and 

(PA)~ + (PA)~ + (PA)~ = 1 + 2~. (5.7) 

From Eqs. (5.6) and (5.7), we deduce that forO <E< 1 we 
have 

(PA)I + (pA)2 + (PA )3> (PA)~ + (pA)~ + (pA);' 

whereas for - 1 <E < 0, we have 

(pA)1 + (pA h + (PA )3< (PA)~ + (PA)~ + (PA )~. 
The equality only occurs for E = 0, i.e., in gravitational 
units. 

Depending upon the value of E, it is possible to have 

21rS(PA)1 + (PAh+ (pAh 

For E¥O, we have 
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VI. CONCLUSION 

The two models that we have discussed serve to illus­
trate the kind of diverse behavior that occurs in the scale 
covariant theory as compared to general relativity. We no­
tice that for E = 0 (tfJ = const) and G A = const, our results 
reduce to the general relativistic results given earlier. Our 
results thus represent a generalization of the corresponding 
general relativistic results. We note further that in atomic 
units it is possible to have (/3 A ) m = 0 even in nonempty 
Friedmann models. This is not possible in nonempty Fried­
mann models in gravitational units. 

Finally we remark that the value E = -! seems most 
likely to fit observational results. 17 From our general results, 
it is easy to work out the power asymptotes for this specific 
value ofE. 
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The unboundedness of the gravitational partition function Z is formally established. First the 
Euclidean path integral representation for Z, in terms of the renormalized effective action Seff ren' 

is derived. Next it is shown that for "strong" fields, S:n is unbounded from below. The 
possible influence of the space-time topology is taken into account. 

I. INTRODUCTION 

One of the most fundamental properties of a physical 
system is its stability. In the classical case it usually means 
the boundedness of the energy functional from below. In­
stead in the quantum case it should be understood as the 
boundedness of a spectrum of the energy operator H (see 
Ref. 1). Classical stability was established for gravity (pure 
and with the matter fields) in the asymptotically flat case2 

and in some other cases.3 Matter fields were assumed to sat­
isfy the dominant energy condition.4 It is interesting and 
important to examine the problem of to what extent the 
known classical results may be valid in the quantum case. 
However, we are not able to find spectral properties of the 
energy operator for gravity directly, instead we have at our 
disposal some other objects as the partition function Z and 
the effective action S eff containing the information needed. 

This paper is the first one of a series devoted to examin­
ing the quantum stability of gravity in different approaches. 
We start our analysis from the investigation of the partition 
function Z in the simplest pure gravitational case. We will 
impose the "volume cutoff" and the boundary conditions by 
restricting ourselves to closed manifolds, i.e., manifolds 
without boundaries and compact. The theory will be taken in 
the Euclidean version. 

First we will write down the classical gravitational ac­
tion SII with tl1e cosmological term A and perform the stan­
dard Faddeev-Popov procedure in order to obtain the effec­
tive action S eft". The partition function will gain the following 
path integral representation: 

Z= fe-self d/-l, (Ll) 

where d/-l is a properly defined measure. Unfortunately the 
measure as well as some formal manipulations we will per­
form do not have a rigorous mathematical meaning; this sit­
uation is rather common in gravitation. 

Next we will introduce a defini~ion of the analytically 
renormalized determinant to assure the existence of the ef­
fective action S eft". Following the method of Ref. 5 we will 
rescale the fields to show the unboundedness of the partition 
function Z ( 1.1) in the "strong" fields limit. Thus the un­
boundedness of the partition function is a result of scaling 
properties of the renormalized effective action S:, . 

II. THE PARTITION FUNCTION 

The action in general relativity is usually written in the 
form 

where R is the curvature scalar, A is the cosmological 
constant, g is the determinant of the metric g",v 
= diag( + + + + ), and K is the Einstein gravitational 

constant. We will consider only the so-called closed mani­
folds, i.e., compact without boundary term.s Let us notice 
also that the cosmological term A damps contributions to 
the path integral coming from large volumes. 

We will quantize the theory by the covariant Faddeev­
Popov path-integral method.6 We will treat the gravitational 
field as a gauge theory with the diffeomorphism group 
(Diff M4) acting as the gauge group. The diffeomorphism is 
generated by the displacement of space-time points through 
a contravariant vector field s"'(x), i.e., x"'_x'" + S"'(x). 
Consequently, the effect of this transformation on g"'V(x) 
takes the form 

~g"'v = _ Ls g"'v = - S;. a;. g"'v + r a;. SV + I'v a;. s"', 
(2.2) 

where L is the Lie derivative. 
According to the standard procedure we have to fix a 

gauge and find the proper Fadd<:ev-Popov term. We choose 
the so-called degenerate harmonic gauge 

av(g1/2g"'v) = o. (2.3) 

If we subject the gauge-fixing term (2.3) to the infinitesimal 
gauge transformation (2.2) we will get the following ghost 
contribution to the action: 

Spp = - 4 log det( - a), (2.4) 

where a is the Laplace-Beltrami operator, i.e., 
a = g-l12 av (gI/2g v;, a;.) (for the proofsee Appendix A). It 
is important to stress that we are not working in any back­
ground field formalism but in the normal field one. Thus we 
should not expect to get a truly covariant Faddeev-Popov 
term. Nevertheless, we have succeeded in obtaining the co­
variant Laplace-Beltrami operator in the suitable chosen 
gauge. The situation has no counterpart in the Yang-Mills 
case. The choice (2.3) is an extremely convenient one be­
cause of the "covariant shape" of the Faddeev-Popov opera­
tor, viz. a (see Ref. 7). 

The gauge-fixing term (2.3) is introduced into the the­
ory with the help of some Lagrange multipliers Q",. We add 
to the action the following gauge-fixing expression: 

(2.5) 
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Now we are ready to write down the whole effective 
action Sell'. Collecting the formulas (2.1), (2.4), and (2.5) 
we have 

Sell' =Sg +Spp +SOF 

= - (lK) -I f (R - 2A)g1/2 d 4x - 4 log det( - a) 

(2.6) 

We are left only with the problem of finding an appropriate 
gravitational functional measure, given in the following gen­
eralform: 

D [g] = IIf(ga,8) II d(gI/2g'v), (2.7) 
" It<v 

wherefis an unknown homogeneous function, i.e.,J({J)2ga,8) 
= (J)'1(ga,8)' Thus we should determine the actual expres­

sion for f. Instead of doing so we will give two frequently 
used variants. Namely, the canonical measure proposed by 
Fradkin and Vilkovisky8 is given by f(ga,8) = g-3/2gOO and 
its homogeneity degree is a = - 14. On the other hand, the 
scale-invariant measure is given in the form9 f(ga,8) 
= g-S/2, where the homogeneity degree is a = - 20. Thus 
the entire homogeneity degrees of the measure D[g] (2.7) 
are A = 6 in the former case and A = 0 in the latter. It will 
appear in the sequel that for out purposes it suftices to guar­
antee the condition 

A<8. (2.8) 

Now we are ready to give the final form of the partition 
function 

Z= f D [g]Dae-
Self

, 

where Sell' is given by (2.6) and 

Da = II II (217') -I daw 
" It 

It is worth noting that the anomaly-free gravitational 
measure recently given by Fujikawa 10 does not fulfill the 
restriction (2.8) and therefore this case will not be dealt with 
in the paper. 

III. THE HEAT KERNEL REPRESENTATION OF THE 
R'ENORMALIZED DETERMINANTS 

As the further analysis indicates (viz. Sec. IV), our final 
result crucially depends on the behavior of the log det ( - a) 
in the effective action Sell' (2.6). 

First of all, the log det( - a) must be properly defined. 
We shall now derive an extremely convenient (for applica­
tions) heat kernel representation for the renormalized deter­
minants. Formally we may write 

Loo tis 
log detH = - - T(s), 

o s 
(3.1 ) 

where H is a non-negative operator (equal to - a in our 
case) and T(s) = Tr e - sH. Unfortunately (3.1) is divergent 
and must be renormalized. There are many known defini­
tions of the renormalized log det H, e.g., zeta function, di-
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mensional, point splitting, etc. ll It seems that the zeta-func­
tion renormalization prescription is the most commonly 
used one in the curved space calculations. 12 However, in this 
work we will adopt Seiler's renormalization prescriptionl3 

because of its straightforward interpretation in terms of the 
t'Hooft minimal subtractions in the Feynmann diagram lan­
guage. It is remarkable that our final result does not depend 
on the definitions accepted as they differ by scale-invariant 
terms only. 

The heat kernel G(x,y;s) = (xle-sHlY> satisfies the 
equation 

asG(x,y;s) + HG(x,y;S) = 0, 

where H is an elliptic second-order differential operator with 
the initial condition G(x,y;O) = tS(x - y). The short-dis­
tance expansion (x is close to y) of the heat kernel was given 
by DeWitt. 12 We will be interested only in the trace version 
of it. Thus we obtain the so-called Seeley expansion for small 
s, 

00 

Tre-sH=T(s) = L T;s'-2, (3.2) 
;=0 

where the T; are the Seeley or the Hadamard-Minakshisun­
daram-DeWitt ("Hamidew") coefficients.s,14 For mani­
folds with boundaries the expansion (3.2) needs additional 
terms, abandoned here. IS 

Below we will give the first three Seeley ("Hamidew") 
coefficients for H = - a that are the most important from 
the renormalization point of view: 

(3.3a) 

(3.3b) 

T = (41T) -2 f (_1_ R a,8ltVR 
2 180 afJJ.Iv 

__ 1_ R a,8R + _1_ R 2) gl/2 d 4x. 
180 a,8 72 

(3.3c) 

Generally speaking, we have two kinds of divergences in 
(3.1): ultraviolet and infrared ones. The former originates 
from integration for s-o and the latter may appear from 
integration for S-+CX). The occurrence of the ultraviolet di­
vergences results from the form of the Seeley expansion 
(3.2). It is easy to see that the first three terms in (3.2) give 
rise to divergences for s-O. The infrared divergences are 
connected with zero modes N of the operator H. Since a has 
a discrete spectrum for a compact manifold II we may rewrite . 
T(s) as 

± -sA ~ -sA N e "= ~ e "+ . 
" ..t";/,o 

(3.4) 

Here N #0 gives rise to divergences in (3.1) for S-+CX). 

Definition: Let H be a non-negative elliptic differential 
operator, Ho its free part, and,u2 a constant associated with a 
mass scale. Then the analytically renormalized determinant 
is defined by the formula 
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10gdetARH = (a!)-I Sa'" dslog(p,2s) (!r+
1 

x ([ T(s) - To(s) ]s"}, (3.5) 

where T(s) = Tre- sH
, To(s) = Tre- sHo, and [T(s) 

- To(s)]s" is smooth in s for some a. 
Remarks: (1) To(s) is coming from the normalization 

of the functional measure. 
(2) In our case, Le., H = - /1, it suffices to put a = 1. 
We shall derive now the explicit functional form ofthe 

log detAR H using the Seeley expansion. 
Proposition 1: Let H be a non-negative elliptic second­

order differential operator, N and No be the numbers of zero 
modes for Hand Ho, respectively, and C be the Euler con­
stant. Then 

10gdetAR H 

= _ ('" ds [T(s) _ To(s) - T1s- 1 - T2e- P.'s 

Jo s 
- (N - No) (1 - e _,..2

S
)] 

+ (1 + C)[ T2 - (N - No) ]. 

For the proof see Appendix B. 
In the next section we will extensively use the following 

proposition. 
Proposition 2: 

log detAR (pH) = log detAR H + [T2 - (N - No) ]logp, 

(3.6) 

wherepeR+. 
For the proof see Appendix C (see Ref. 16). 

IV. SCALING 

To find announced unboundedness of the gravitational 
partition function Z we will have to rescale the fields in the 
suitable way. The scaling differs from the one proposed in 
Ref. 5 because it looks rather as a change of the variables in 
the path integral and therefore is expected to give an equiva­
lent expression. We put 

(4.1 ) 

a,.. (X)-+{()-O/4)Aa,.. (x), (4.2) 

where (d is a real positive constant and A is an entire homo­
geneity degree of the measure D [g] (2.7). The former trans­
formation, i.e., (4.1), represents an ordinary conformal 
transformation with a constant factor (d and is the principal 
one. The latter, Le., (4.2), is an auxiliary transformation to 
assure the formal invariance of the measure (2.7). 

Equation (4.1) implies 

(4.3) 

/1-+w- 2/1. (4.4) 

By virtue of ( 4.1) and (4.3) we have the following scaling 
property for the classical gravitational action Sg (2.1): 
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- (2tc)-1 f (R - 2A)g1/2 d4x-+{()2S0 + (d4SA 

= - (2tc)-1(d2 f Rgl/2d 4x 

+ (2tc)-1(d4 f 2Agl/2 d 4x. (4.5) 

It is damped for a large value of (d by the cosmological term 
and tends to zero for small (d. 

Using (4.1) and (4.2) we can find the scaling property 
for the gauge-fixing term SOP (2.5) 

SOp-+{()2-0/4)ASOp. (4.6) 

It is bounded for small (d unless the condition (2.8) is not 
fulfilled. 

From (4.4) and (3.6) it follows that 

log detAR ( - /1) 

-+log detAR ( - /1) + [T2 - (N - No) ]log (d-2. 
(4.7) 

It is obvious that in the small (d limit ["strong" fields limit, 
see (4.3) ] the renormalized effective action S:!. is dominat­
ed by the term 

T2 - (N - No). (4.8) 

We observe that the measure (2.7) is obviously formally 
invariant under the transformations ( 4.1) and (4.2). Conse­
quently, the behavior of the partition function crucially de­
pends on the term (4.8). We see that the whole effect follows 
in our approach from the renormalized Faddeev-Popov 
term in small (d limit. Instead, in Hawking's approach a gen­
eral conformal transformation is performed with a rapidly 
varying factor (d (inadmissible in our gauge-fixing choice) of 
the classical action Sg (see Ref. 5). 

Now, we will examine the behavior of the expression 
(4.8). It will be convenient to use the Gauss-Bonnet 
theorem, 17 which, in our closed four-dimensional case, bears 
the following simple form: 

X(M) = (32r)-1 

X f (R a/Ji-'VRa/Ji-'V - 4R afJRafJ + R 2)g1/2 d 4x, 

(4.9) 

wherex(M) is the Euler numberofamanifoldM. The Euler 
number X(M) is given by the alternate sum of the Betti 
numbersB;, 

4 

x(M) = L ( - );B;, 
;=0 

where B; = dimH;(M) and H;(M) is the cohomology 
class. By virtue of the Poincare lemma,17 B; = B4 _; for 
orientable manifolds. Consequently X(M) = 2Bo + B2 
- 2B1• If the manifold is simply connected, BI ( = B3 ) = 0 
(see Ref. 14) soX(M);;>2. ForaconnectedmanifoldBo = 1. 
Since we have 

N=No=B; (4.10) 

for the Laplace-deRbam (Laplace-Beltrami in our case) 
operator on i-forms (O-forms, Le., functions in our case) on 
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closed manifolds, we may confine our attention to the term 
T2 only. 

By virtue of (4.9) and (4.1O), the term (4.8) may be 
reexpressed in the following manner: 

T2 - (N-No) 

1 1 
= T2 = 90 X(M) + 96<>71 

X f (RaPRap + ~ R2)g1l2d 4x. ( 4.11) 

It follows from the above considerations that T2 is always 
positive for simply connected manifolds independently on 
the metric gJlV; X(M} >2 and the second term in (4.11) is 
evidently positive (T2>is). Thus the gravitational partition 
function is unbounded in the small ru limit in this case. How­
ever, when nonsimply connected manifolds are taken into 
account, the situation is less clear. In any case, T2 should be 
positive for a sufficiently rapidly varying metric gJlv. So it 
seems that the nonsimple topologies cannot improve the sit­
uation considerably. 

We shall now present the main result. Assuming that 
the measure (2.7) makes mathematical sense, we have the 
following theorem. 

Theorem: Let M4 be an orientable closed simply con­
nected four-dimensional manifold and Z the partition func­
tion for gravity, Z #0. Then 

Z= + 00. (4.12) 

Proof: Using the scaling properties for the renormalized 
effective action S:' described above [(4.5}-(4.7)] we ob­
tain 

Z= f D[g]Daexp(4T2 10gru-2
-Spp 

- ru2 - (l/4)ASOp - ru2So - ru4SA)· 

Since T>is for orientable closed simply connected manifolds 
we have 

z>exp(4~ logru-2) f D [g]Da 

X exp( - Spp - ru2 - (l/4)ASOp 

V. DISCUSSION 

We have shown that there are some troubles with the 
partition function for gravity Z to exist. Namely, it has ap­
peared that by the suitable rescaling of the fields we may 
convert the functional integrand to an arbitrarily big expres­
sion. Actually, the indefiniteness is coming from the renor­
malized Faddeev-Popov term in the degenerate harmonic 
gauge. However, it is well known (in the Yang-Mills case) 
that such gauges usually possess some drawbacks of the Gri­
bov ambiguity type. Therefore one may wonder whether 
that is the case. As was stressed by Fradkin and Vilkovisky8 

the degenerate harmonic gauge is the most suitable for non­
perturbative analysis in quantum gravity because of the "co­
variant shape" ofthe Faddeev-Popov operator. 
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It should be noticed that we do not perform any one­
loop approximation. As the classical gravitational action 
lacksR 2-like terms, log detAR may be understood as a rede­
finition of the action rather than a conventional renormal­
ization of a coupling constant. Thus, our S:' is in some 
sense classical and exact. 

Referring to the boundary conditions, we only mention 
that they should not atfect the results in the essential way. 
We must only add some surface terms to the Seeley ("Hami­
dew") coefficientsl5 and to the action. 

The only possible chance to improve the situation is the 
restriction of the space-time topology. Unfortunately, al­
though it helps a little, it does not suffice. 

It should be interesting to add to the action some matter 
fields coupled (minimally or nonminimally, maybe in the 
supersymmetric way) to gravity. As fermion and boson 
fields enter the effective action with opposite signs, the result 
may be radically changed. Roughly speaking, nongauge ho­
sons improve and fermions make the stability worse. Of 
course, gauge fields introduce additional ghost fields that act 
in the opposite direction. Thus the situation is more involved 
and stability depends on topology, in the essential way, 18 and 
on the field content. 
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APPENDIX A: DERIVATION OF THE FADDEEV-POPOV 
TERM 

We have 

lJgI'v = - 5;' a;. gl'V + r a;. 5 V + t-v a;.sJl 

[see (2.2)] and 

lJg = - 5;' a;. g - 2ga;.s;'. 

Denoting h JlV = gl/2g1'v, we get 

lJhl'v= -a;. (s;'hI'V) + a;. (hlJA.s
V) 

- a;.h IJA.s v + h v;' a;.sl'. 

In the degenerate harmonic gauge, Le., avh I'V = 0, we obtain 

avlJh I'v = av (h v;' a;.sl'). 

The Faddeev-Popov formula now reads 

f (J ulJul' av (h v;' a;. ()1'}d 4x 

= f (JulJ
U
I'Il.()l'gl/2 d 4x, 

where Il. is Laplace-Beltrami operator. We see that gl/4 

should be absorbed in the Faddeev-Popov ghost fields in the 
functional measure. It only causes a redefinition of the gravi­
tational sector in the functional measure. 

APPENDIX B: PROOF OF PROPOSITION 1 

Fora = 1, 

L"" d2 
log detAR H = ds log(p2s ) - ([T(s) - To(s} ]s} 

o dr 
(Bl) 
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has the following explicit representation: 

10gdetAR H 

= _ (00 ds [T(s) _ To(s} _ T1s- 1 _ T2e-I'" 
Jo s 

_ (N-No)(l-e-I"')] 

+ (1 +C}[T2 - (N-No»), (B2) 

where Nand No are the numbers of zero modes for H andHo, 
respectively, T(s) 5Tr e- sH, To(s) 5Tr e -sH., and Cis the 
Euler constant. 

Proot Integrating twice by parts in (B l) we obtain 

10gdetAR H 

= log(1'2s ){[T(s} - To(s) )s}I; 

_ [T(s) _ To(s») I; _ (00 ds [T(s) - To(s»). 
Jo s 

By virtue of (3.4), we have, for A-+ + 00, 

([T(s) - To(s)]s}'I.=A =N -No, 

[T(s) - To(s»)I.=A =N -No. 

Instead, by virtue of (3.2) and (3.3a), we have for 

([T(s) - To(s»)s}'I.", .. = T2, 

[T(s) - To(s») 1.= .. = T1£-1 + T2· 

Now we observe that 

LAds , 
log(1'2A) = - (1- e-I' S) - C, 

o s 

£-1 = 100 
S-2 ds. 

(B3) 

(B4a) 

(B4b) 

(BSa) 

(BSb) 

Inserting these expressions into (BS) and next (B4) and 
(B5) into (B3) we obtain (B2). 

3002 J. Math. Phys., Vol. 27, No. 12, December 1986 

APPENDIX C: PROOF OF PROPOSITION 2 

log detAR (pH) = log detAR H + [T2 - (N - No) ]logp, 
(Cl) 

where peR and p > o. 
Proot By (Bl) we have 

log detAR (PH) 

(00 d2 
= Jo dslog(1'2s ) dr ([T(ps) - To(ps»)s}. 

Now set s' = ps. Hence 

log detAR (PH) 

= log detAR H + 10gp-1{[ T(s') - To(s') HI;. 
According to (B4a) and (BSa) we obtain (Cl). 
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For the above second-derivative Euclidean Lagrangian, the quantum statistical probability 
distribution (XbVb'T'b IXava 'T'a) that an orbit x( 1') with initial position Xa and velocity xa = Va 

arrives at a final point Xb and velocity Xb = Vb is calculated. 

I. INTRODUCTION 

The behavior of many physical systems cannot be un­
derstood without allowing for higher-gradient terms in the 
field energy. In relativistic quantum field theory such terms 
have not enjoyed much popularity, due to notorious difficul­
ties with positivity of either the energy or of the metric of the 
quantum mechanical Hilbert space. I In statistical mechan­
ics, however, such terms are ubiquitous and impossible to 
avoid. Some examples follow. 

( 1) Polymers on an intermediate distance scale are stiff 
objects and their energy requires the inclusion of a bending 
energy which involves the square of the second derivative, 
x2 (s), where s is the length parameter of the space curve. 2 

(2) The walls of many living cells are free of tension and 
undergo fluctuations controlled mainly by second-gradient 
curvature energy. 3 This makes the fluctuations so large that 
they can be seen in an ordinary light microscope, as first 
observed on human red blood cells in 1890.4 These giant 
fluctuations are crucial to prevent the cells from sticking to 
each other, in spite of their attractive van der Waals forces. s 

(3) The formation of microemulsions·cannot take place 
without the ampliphilic soap layer between water and oil 
losing its surface tension. 6 

( 4) The strings of color electric flux lines, which bind 
quarks and antiquarks, can lose their tension in a phase tran­
sition, in which case they are controlled completely by sec­
ond-gradient elasticity. 7 

(5) Finally, the cosmos at an early stage of evolution 
may not have been controlled by the Einstein action, but by 
the Weyl action which involves the square of the curvatures 
and thus contains the square of two derivatives of the metric. 
The geophysically observed deviations from Newton's law, 
when masses come closer to each other than ::::: 200 m, could 
be a signal for such terms (the sign is correct). 8 

II. THE PATH INTEGRAL 

In all these physical situations, the prototype of the fluc-
tuation problem to be solved is the path integral 

(XbVb'T'blxava'T'a) = f .@X('T')exp( - [b d'T'L('T'»), 

x('T'a) = Xa, x('T'a) = Va' (1) 

X('T'b)=Xb, X('T'b)=Vb' 

with the Euclidean Lagrangian ( . -=d /d'T') 

L('T') =~X2('T') +~X2('T') +~X2('T') -j('T')X('T'). (2) 
222 

In order to make all integrals convergent we have rotated the 
time variable t to imaginary values t = - i'T'. 

After rescaling the variables 'T'to 'T' = K-
1/3'T'old and in­

troducing the frequencies WI' W2 via 

wi + wi = (m/2)K- 1/3
, wi wi = kK I/3 

, (3) 

we are confronted with the probability distribution 

(XbVb'T'bIXaVa'T'a) = f .@x('T')exp( - i~bd'T'L('T'»)' 
X('T'a) =xa, X('T'a) =va , (4) 

X('T'b) =Xb~ X('T'b) =Vb' 

where L is now the Euclidean Lagrangian 

L = H x 2 + (wi + w~ )X2 + wi wix2] - j( 'T')x( 'T') (5) 

with an appropriately rescaled current (j = KI/3 jold)' This 
can be separated into a pure surface term 

L dA d[I( ... .. ) (2 2)'] sf = - = - - xx - xx + WI + W2 xx , 
dt dt 2 

plus a source term 

Lsource = - [b d'T' j( 'T')x( 'T') , 
T. 

plus a term 

Lo = !x(x'- (wi + wi)x + wi w~x), 

which vanishes for solutions of the free field equation 

(0; - wi )(0; - wDx('T') = O. 

(6a) 

(6b) 

(6c) 

(7) 

These correspond to two independent harmonic oscillators 
and have the general form 

Xci ('T') =A cosh wl('T' - 'T'a) + B sinhwl('T' - 'T'a) 

+ C cosh W2('T' - 'T'a) + D sin~ w 2 ('T' - 'T'a). (8) 

(The two oscillators can be exhibited by introducing the two 
auxiliary variables q I = X - wi x, q2 = X - wi x and noting 
that L3 = [ql(o; -wi)ql-q2(0; -w~)q2]1(wi -w~). 
The negative sign in front of the second term leads to the 
difficulties with a quantum mechanical formulation due to 
an indefinite Hamiltonian.) The proper measure of integra­
tion in the path integral (4) is found via the canonical for­
malism. For a higher-gradient :J-agrangian (3) we can follow 
the method of Ostrogradski,9 according to which 
x ( 'T') -= V ( 'T') may be considered as an independent degree of 
freedom replacing the Lagrangian (5) by the equivalent one 

L =!(il + (wi + wDv2 + wi W~X2) - zp(x - v) - jx , 

(5') 
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where the Lagrangian multiplier p( 7") ensures the correct 
relation between v and x. The canonical momenta are 
p = i(oL /ox) andpv = i(olE/iJiJ) = ivsuch thattheHam­
iltonian is 

H( p,x,Pv,V,7") = ;Px + ipvv + l 
= !(p~ + (w~ + w~ )v2 

+ w~ w~x2)ipv - j( 7")x , 

with the Hamiltonian equations of motion 

., oH 2 2 +'( ) lp= --= -WI W2X ] 7" , 
ax 

.. aH ( 2 + 2) • lpv = --a;;= - WI W2 V-IP, 

(9) 

., oH .' oH . (10) lV=-=Pv' lX=-=lV. 
opv ap 

It is now straightforward to specify the measure of the path 
integral. In phase space it has the form 

(XbVb 7"b IXava 7"a) 

= f f/fl x f/fl v f f/fl p f f/fl Pv 
217 217 

xexp(i:" dr(ipx + ipvv - H( P,X,Pv,V,7"»)), (11) 

where f f/fl x means, as usual, the product of all 

Jlf:~ dxn 

over the time sliced positions 

Xn =x(7"n), 7"n =7"a + En, 

where E=(7"b-7"a)/(N+l) and xa =x(7"o), Xb 
= x( 7"N + I ) are held fixed, and S g p/217 is the product of 

integrals 

N+lf~ dp 

JI -~ 2; 
involving all N + 1 momenta that appear in the canonical 
term 

i
Tb N+ I 

d7" ipx = L ipn (Xn - Xn _ I ) . 

To 11= 1 

The same rule applies to the conjugate variable pair v and Pv' 
which are split into VI"",VN+ 1 andpv, ,···,pVN+l with VI = Va' 
VN+ I = Vb held fixed and the canonical integral measure is 

N f~ N+lf~ dp II dVn IT ~. 
n = 2 - ~ n _ 2 - ~ 217 

(12) 

By construction, the amplitude ( 11 ) and hence also ( 4) sat­
isfies the SchrOdinger equation 

(H( - iox,x, - iov,v,7") + 0T)(xv7"lx'v'7"'} 

= (- !o~+ (w~ +wi}v2 +w~ wix2 

+ vax - j( 7")x + 0T)(xv7"lx'v'7"') 

= 6(x - x')6(v - v'}6( 7" - 7"') • (13) 

Using (11 ), it is now straightforward to obtain the measure 
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of integration for the pure x space path integral (3) as fol­
lows: Integrating out the variables P2 and p N gives a product 
of 6 functions 

N 

II 6(xn - Xn - I - EVn ) , (14) 
n=2 

which can be used to eliminate the integrals over V2"'" VN' 
thereby producing a factor 1/ ~ - I. The integrals over 

PV2"'" PVN + I produce a further factor (1/~21TE )N. Thus 
the measure of the path integral (3) can be written as fol­
lows: 

f f/flX(7") = E IT [fOC ~] fOC dpi fOC dpN+ I 

n = I - oc ~217£ E - oc 217 - 00 217 

xexp[ZPN+I(XN+ 1 -XN-EVN+I ) 

+;PI(XI-Xo-EVI)]· (15) 

We may now also integrate out the remaining two momen­
tum integIllls, thereby eliminating the integrations over dx I 
and dxo. For the calculations to come it will, however, be 
convenient to leave the measure in this form. 

Due to the quadratic form of the energy, the integration 
over the spatial variables can most easily be done following 
the same procedure as developed for lowest-gradient qua­
dratic energy in Feynman and Hibbs. 10 We expand all orbits 
around a fixed classical trajectory Xci ( 7"), which connects 
the initial point Xa at velocity Va with the final point Xb at 
velocity Vb' and write x( 7") = Xci (7") + 6x( 7"). The fluctu­
ations 6x( 7") then have the property that 

6x(7"a) =6X(7"b) =0, (16) 

6v(7"a) =6v(7".) =0. 

Inserting this into the action .flI = S;: d7" L (7"), there is a 
classical contribution coming entirely from the surface term 
(6a), 

.flI cl.sf = ! [VbXb - XbXb 

+!(w~ +WilXbVb - (ab)] Ix = Xol(T) , (17) 

plus a contribution from the source term (6b) 

.flI cl.source = - [b d7" j( 7") Xci (7") , (18) 
T. 

plus a fluctuation piece, 

.flIft = r" d7"{J..[(6X)2+ (w~ +wil(6x)2+ (6X)2] 
1... 2 

- j( 7")6x( 7")} . (19) 

Hence we may write 

(XbVb 7"b IXa Va 7"a ) 

= e - ""01 .... - "" cI.,",urce f f/fl 6x ( 7") 

X exp([b { ~ [(6X)2 + (w~ + wi) (6X)2 

+w~ wi (8x)2] -j(T)6X(T}}) ' 

6X(Ta) =0, 6X(Tb) =0, 

H. Kleinert 
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8i( 1"a) = 0, 8i( 1"b) = 0 , 

where 8x ( 1") has now a measure like (15) except that 
8x N + I , 8xo> 8v N + I , and 8vI vanish at the end points, i.e., 

g 8x(1") = E II --"- J!.! I N [fOC dx ] foc d 
,,= I - oc ~211'E E - oc 211' 

xfoc dpN+ I -I(PN+,MN-P,M,) --e . 
- 00 211' 

(21) 

The vanishing of 8xo, 8x N + I implies that 8x( 1") has only the 
Fourier components 

~
N 

8x(1") = - L 8xm sinvm(1"-1"a)' 
fJ m= I 

withfJ'F1"b - 1"a and frequencies 

Vm = (11'IfJ)m'. 

(22) 

(23) 

In terms of the Fourier components the exponential in the 
fluctuation factor (20) reads 

{
IN 

exp -"2 m~I(.O~ +{t)~)(n~ +(t)~)(8Xm)2 

+ [b d1" j(1") II L 8xm sin Vm (1" -1"a)} : 
To '/ P m 

where 

n~ == (1/c)(2 - 2 cos VmE) = (4/~)sin2(vmE/2) 
(24) 

are the squared eigenvalues of the differences 
[(x" - x,. -I )/E] in Fourier space. Since the Fourier series 
has a unit Jacobian, the measure (21) becomes 

g 8x(1") = E II __ m_ J!.! I N fOD d8x foo d 
m = I - oc ~211'E E - oc 211' 

xf"" dpN+I E- i(PN+,8xN - P,M,). (25) 
- oc 211' 

Neglecting for a moment the couplings to PN + I and PI 
and to the currentj( 1"), the pure 8xm part of the integrals 
gives the product 

E[JJI (~n~ + ~(t)~ )(~n~ + ~(t)~) ] - 112 

-+ E ~ {t)2E (26) 
N - oc '/ sinh (t) JfJ sinh {t)2 fJ 

In Fourier space, the couplings to PN + I ,PI' and the current 
amount to 

(27) 

(28) 

In the absence of a current, these terms lead, after the 8xm 

integrations, to the additional momentum integrals 

J!.! h exp --(PN+I _PI)2 foc d f"" d {~ 
- oc 211' - oc 211' 2 

x~ > (1/~)sin2(vmE) 

fJ m - 1:1". ... (.o~ + (t)~ )(.o~ + (t)~) 

C(p 2 -"2 N+I +PI) 

2 ~ (1/~)sin2(VmE)} 
XfJ ~ 2 2 2 2 • m = 2.4.6 .... (.om + (t)1) (.om + (t)2) 

(29) 

Due to their fast convergence, the sums can be replaced, for 
E-+O, by 

for even m, 

Do 2 1 2 ({t)Jf1 tanh wJf1 - (12»), for odd m , 
fJ(WI - W2 ) 2 2 

(31) 

such that the integrations over PN + I' PI yield the further 
factor 

1 1 1 1 1 fJ I{t)~ - (t)~ I 

3005 

211' ~"2 ~DeDo = 211'~"2 [((t)JfJ/2)coth({t)JfJ/2) - (12) ]112[({t)JfJ/2)tanh(wJfJ/2) - (12) j112 

fJ (w~ - (t)~ )~sinh {t)JfJ sinh w:p 

= 211'~ ~ (wi + wDsinh {t)JfJ sinh w:p - ~1{t)2(cosh wJfJ cosh (t):P - 1) 

Ifthe current is nonzero, the expression (29) is replaced by 

JOC d J"" d 1 { 2 ([b ) _"" i:. -oc:::. eXP "2 fJ m=~.s.... ra d1"j(1")sinvm (1"-1"a) -i(PN+I -PI)SinvmE 

J. Math. Phys .• Vol. 27. No. 12. December 1986 H. Kleinert 
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X(i~b dr'j(r')sinvm<,r' -ra) -i(PN+I -PI)SinVmE)[(O~ +a>t)(O~ +a>i>]-I 

+ ; m = f;.S .. ..([b dr j( r)sin Vm (r - ra) - i( PN + I + PI ) sin VmE) 

X([b dr' j(r')sin Vm (r' - ra) - i( PN+ I + PI)sin VmE) [(O~ + wt )(O~ + a>~ >] -I} . 

This gives an additional term in (29), 

exp{~ [b drIb dr' G(r,r')j(r)j(r')} 
2 To To 

xexp { - iE( PN + I - PI) i~b dr j( r)ho (r) 

- iE(PN+ I + PI) J dr j(r)he(r)} , 

where 
A , 2 ~ sin Vm (r -ra ) sin Vm (r' -ra) 
G( r,r ) = - £.. 2 2 2 2 

{3 m (Om + WI )(Om + ( 2 ) 

2 
ho(r)=- I 

{3 m= 1.3.S .... 

(l/E)sin VmE sin Vm (r - ra) 

(O~ + wt )(O~ - a>~) 

2 
he(r)=- I 

{3 m = 2.4.6 .... 

(33) 

(lIE)sin VmE sin Vm (1" - 1"a) 

(O~ + a>D (O~ - w~) 

IfwenowintegrateoutthemomentapN+ I ,PI theexter­
nal source yields the factor 

exp{~ i'1'b dr [b dr' j( r)G( r,r') j( 1"')} , (34) 
2 Ta Ta 

This is the correlation function of the ftuctuations 8x ( r) , 

(8x(r)8x(r'» = G(r,r'). (36) 

Since 8x ( r) vanishes at the end points r = r b' 1"' = r a and 
has zero velocities, also G(r,r') must have this property. 
Indeed, the vanishing of G( r,ra) and G( rb ,r) is trivial to 
see. The zero velocity at the end points, on the other hand, is 
a consequence of the. two properties [which follows directly 
from (33) and (31)]: 

~G(r,r')I.,..='1' =he(r) +ho(r), 
dr' • (37a) 

3,he (1"')I""=T =De' dr' 0 • 0 
(37b) 

Hence 

~G(r'1"')I""=T =0. 
dr' • 

(38) 

Collecting all terms, we arrive at the probability distri­
bution 

(XbVb rb IXava ra) 

= F({3)exp{ - d el•sf - deI.source 

+ - dr 4r' j( r)G( r,r') j( r') , 1 iTb i'1' } 
2 To Ta 

(39) 

(35) with the ftuctuation factor 

(40) 

The terms d el•sf and del.souree are the only ones that depend on the initial and final variables XaVa' XbVb. They will be 
calculated in the following two sections. 

III. THE CLASSICAL ACTION FOR ZERO EXTERNAL SOURCE 

The starting point is formula (18). All we have to do is express the quantitiesxb , Xb ,xa, andxa in terms of the initial and 
final variables XbVb' XbVb. For this purpose we invert the matrix relation 

(41) 

with 
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c 
0 1 0) M= CI SI C2 S2 (42) 

ll)~SI 
ll)1 0 ll)2 ' 

ll)ICI ll)~2 ll)'1P2 

where C I == cosh ll) lJ, S I == sinh ll) II], and find 
2 2 2 2 

M-
I = (lIIMI)R, (43) 

where 1M I is the determinant 

1M I = (ll)~ + ll)DSIS2 - 2llJ Ill)2(CIC2 - 1) , (44) 

and thus precisely equal to the expression under the last square root in the fluctuation factor (40). The matrix R is equal to 

( 

-ll)1ll)2(CIC2 - 1)2 + ll)~SIS2 
ll)1ll)~IC2 -ll)2CIS2 

R-
- ll)~SIS2 -ll)1ll)2(CIC2 - 1) 

-ll)~SIC2 + ll)1ll)'1PIS2 

This gives 

ll)1ll)2(CI - c2 ) 

- ll)1ll)~1 + ll)~S2 
- ll)1ll)2(CI - c2 ) 

ll)~ SI - ll)1ll)~2 

- ll)IC IS2 + ll)~IC2 
ll)ISIS2 - ll)2(CIC2 - 1) 

ll)ICIS2 - ll)~IC2 

ll)1 (C IC2 - 1) + ll)~IS2 

ll)IS2 -ll)~1 ) 

ll)2(CI - c2 ) 

-ll)IS2 + ll)~1 
- ll)1 (c i - C2) 

(

xa) ( ll)1ll)~1 + (12) )T(xa) 
Xb 1 -ll)1ll)~IC2+ll)~ll)~CIS2+(12) Xb 

Xb = (ll)~SI,ll)~CI,ll)~S2,ll)~C2)M-I Va = IMI ll)~ll)2(CI -C2) + (12) Va ' 

Vb ll)1SIS2 -ll)~ll)2(CIC2 -1) + (12) Vb 

and, upon inserting this into (18), the classical action 

~ cl.af = (1/2IM I){ (ll)~ - ll)~) [(ll)ICIS2 -ll)~IC2) (v~ + ~) - 2(ll)IS2 - ll)~1 )Vbva ] 

- 2llJ Ill)2 [(ll)~ + ll)~ )(CIC2 - 1) - 2llJIll)~IS2] (VbXb - vaxa) + 2llJIll)2(ll)~ - ll)~ )(ci - C2)(VbXa - vaxb ) 

(45) 

(46) 

(47) 

(48) 

+ ll)1ll)2(ll)~ - ll)~ )(ll)ISIC2 - ll)'1PlS2)(~ + oX!) - 2llJIll)2(ll)~ - ll)~ )(ll)ISI - ll)~2)XbXa} • (49) 

In the absence of external currents, this can be inserted into Eq. (39) giving the desired probability distribution. Before we go 
on to calculating the full j#O contributions, it is useful to first study a few properties ofthe j = 0 result. 

IV. THE PARTITION FUNCTION AT /=0 

The quantum statistical partition function of the j = 0 
system is obtained by setting Xb =Xa ==X, Xb = Va ==V, in 
which case the classical action becomes 

~Cl,af = ax2 + bv2
, (SO) 

with 

a = (111M I) (ll)~ - ll)~ )(ll)1 (c i - 1 )S2 - ll)2(C2 - 1 )SI) , 

b = (111M I) (ll)~ - ll)i )ll)1ll)2 

(51) 
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and forming the trace 

Z = f: .. dx f: .. dV(XVTb IXVTa) • 

This yields 

Z=F(P)~ 
rati 

= F(P) 1Tv'lMT 
~ (ll)~ -ll)~ )2ll)1ll)2(CI - 1 )(c2 - 1) 

H. Kleinert 

(52) 
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1 
-;:::::=========== 

2 ~(CI - l)(c2-1) 

1 1 
2 sinh(w~ 12) 2 sinh(w~ 12) 

(53) 

The result factorizes into the partition functions of the two 
harmonic oscillators contained in the system. This could 
also have been obtained directly from (4) by summing over 
all periodic paths, which would have given 

z- II 1 
m=O,±2,±4 [(~n~ +~wi)(~n~ +~W~)]112 

1 1 
= (54) 

2 sinh(w~ 12) 2 sinh(w~ 12) 

In this product, the integer m runs through all even 
numbers, positive as well as negative, since periodic paths 
have the Fourier expansion 

() 1 ~ ;v T X'i =-- ~ (e rnxm +c.c.), 
.Jlf m=O,±2,±4 

(55) 

withxm =x!m' 

V. LIMITING CASES 

Let us check our result (39) at j = 0 by looking at a 
couple oflimiting cases that have been solved before. Taking 
w2 = 0, WI = w, the Hamiltonian (9) reduces to that of a 
harmonic oscillator in the variable v with an extemallinear 
potential ipv. The integral over ~ x in (11) forces p ( 'i) to be 

a constant (via the canonical term exp S~b d'i ipx in the inte­
grand) and the path integral ( 11 ) can be ;ritten as the Four­
ier transform 

of the following probability distribution: 

(Vb'iblva'ia)p= J ~v('i) 
(56) 

X exp [ - i~b d'i( ~ + ~2 v
2 + (Ov)] . 

(57) 

This path integral is well known. It is obtained by a simple 
shift ofthe standard oscillator expressionlo 

(Vb'ib Iva'ia ) = J ~V('i)exp[ - [b di~ + ~2 V2)] 

w exp { _ w 
21T sinh w{3 2 sinh w{3 

X [cosh w{3( v~ + v~) - 2VbVa ] } , 

with s=sinh w{3, c=cosh w{3, namely, 

(Vb'ib Iva'ia)p 

= ~ exp{ - ~[c(v~ + ~) - 2VbVa] \j 21TS 2s 

3008 J. Math. Phys., Vol. 27, No. 12, December 1986 

(58) 

. c - 1 p2 ( C - I)} -lp--(Vb +va) --- (3-2--
WS 2ClJ2 ws' 

(59) 

whereupon (56) becomes 

(60) 

with 

p=2 c - 1 = tanh(w{3/2) 
w{3s (w{3/2 ) . (61) 

Taking the trace of (60) with respect to the velocity variable, 
the distribution acquires the simple form 

1 
(Xb'ib Ixa'ia ) = -----

2 sinh (w{3 12 ) 

X 1 e - (w/2fj)(Xb - Xa)2 • 

~21T{3lw 
(62) 

The prefactor 1/ [2 sinh (w{3/2) ] accounts for the partition 
function of the harmonic oscillator associated with the vari­
able v. Apart from that, expression (62) shows the standard 
mean-square end-to-end distance of a random chain, namely 
«Xb - Xa )2) = (3lw. It has the same linearbehaviorin{3as 
in the absence ofthe stiffness term x2

• 

It is easy to verify that our general expression (39) with 
( 40) and (49) reduces to (60) for W2 = O. Indeed, then 

1M l-+ww2[w{3s - 2(c - 1)] = ww~{3s(1 - p) 

and 

.rd 1 
cl,sf -+ 2{3s(1 _ p) 

X {(w{3c - s) (v~ + v~) - 2(w{3 - S)VbVa 

- 2CIJ(c - 1) (VbXb - vaxa - vbxa + vaxb) 

+ W 2S(Xb - xa )2} , (63) 

giving the correct exponent as well as the fluctuation factor 
in (60). 

If we also let w -+ 0, then 1 - P -+ r,.w2{3 2 and the action 
reduces to the simple expression 

.rdcl,Sf-+(1/2{3)(Vb -Va )2+ (61{33) 

X[Xb -Xa - ({3/2)(vb +Va)]2, (64) 

which could have been found directly from the classical orbit 

X-Xa + va'i+x2r+x3r (65) 

after adjusting the parameters X2, X3 to the initial and final 
values 

X3= - (2/{33)[xb -Xa - ({3/2)(vb +Va)] , 

X2 = (31{32)(xb - xa) 

+ (1/2{3)(Vb - va) - (3/2{3)(vb + va)' (66) 

The transition probability becomes 
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Fi31 13 2) - "'.~sr (XbVb1"bIX"V,,1",,) = (,/,) 'fTj e • 

Another useful limit is that of W2 .... WI ==W. 
WI = W + E, W2 = W - E, the detenninant becomes 

IMI ..... 4C(r-wZp2) • 

Inserting the limit 

Cl =c(l ±EPtanh(WP»)+ (~/2)P2+ ... , 
2 

SI = s(1 ± EP coth(wP» + (';/2)/]2 + ... , 
2 

(67) 

Setting 

(68) 

(69) 

and usingcoth(wP) - tanh(wp) = (llsc) we find the clas­
sical action 

.!if I I = W 2 2 {(sc - wP)( v~ + v~ ) 
c. s2-w{3 

- 2(s - cwP) Vb V" 

- w(r + W2P2) (VbXb - VaXa) 

+ 2wS(VbXa - VaXb) + WZ(SC + WP) (~ + ~) 
- 2w2(S + CWP)VbXa } , (70) 

and hence 

1 w
2 

e - "'~sr (71) 
(XbVb1"blx aVa1" .. ) =-; ~_W2p2 

In the limit w -+ 0, this reduces again to (67) with (64), as it 
should. 

VI. THE SOURCE TERMS 

The source appears in (18) and the last tenn in (20). 
First we calculate (18): 

.!if I _ = - [b d1"xcl (1")j(1") , ctsou .. _ 
.,." 

(72) 

where Xci (1") is given by (8) withA,B, C, andDexpressedin 
tenns of x" V"Xb Vb via the matrixM- I ofEq. (42). Hence 

1 (=::;;=;:~) 
Xci (1") = IMI R coshw2(1"-1"a) . 

sinh W2( 1" - 1"a) 

(73) 

In the ordinary harmonic oscillator, the usual way of 
giving the classical solution is more symmetrical in 1"" and 'f b 

Xci = (llsinh w/3) (Xb sinh w( 1" - 1"a) 

+ X" sinh w( 1"b - 1"») . (74) 

It displays directly the interpolation be~ween x .. and ~b' We 
can also bring (73) to such a form, WhICh, however, IS now 
much more involved. By expanding Xci into the four solu­
tions 

fa (1") = W2 sinh WI (1" - 'fa) - WI sinh W2( 1" - 'fa) , 

f b ( 1") = Wz sinh WI ( 1" b - 1") - W I sinh W2 ( 1" b - 1") , 

ga(1") =coshwI(1"-1",,) -coshwz(1"-1"a)' 

gb (1") = cosh WI (1"b - 1") - cosh W2( 1"b - 'f) , (75) 

which have the boundary properties 
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fb(1"b) =0, f;'(1"b) =0, 

ga(1" .. ) =0, g;'(1"b) =0, (76) 

gb (1"b) = 0, g;' (1"b) = ° , 
it is straightforward to fonn the linear combination, with the 
correct initial and final values 

XcI (7') = - (111M /) 

X{[Xb(WISI-WzSZ) -Vb(C I -c2 )]f .. (1') 

+ [X"WISI - WzS2) - va (cl - c2l] f b (1') 

- [XbWIW2(CI - Cz ) - Vb (cUtSl - WIS2) ]g .. (1") 

- [XaWIW2(CI - C2) 

- Va (WzSI - WISZ) ]gb ('f)} • (77) 

This may be more useful than (73), for some purposes. 
Let us now tum to the fluctuation part of the external 

source tenn in (39). Notice that it is sufficient to calculate 
the odd and even sums 

A 2 
6 0 (1",1") =- r 

/3 m= 1.3.5 •... 

sin Vm (1" -1"" )sin Vm (1"' -1" .. ) 

(n!, + W~ )( n!, + W~ ) 

(78) 

Then 
A '" A 
G('f,1"') = Go (1",1"') + Ge (1",1"') (79) 

and the functions ho (1"), he (1"') are simply found from the 
derivatives [compare (37a) ) 

(80) 

In the sums (78) we can replace n!, by v!. , due to their fast 
convergence, and write 

00 (1",7") = [1/(w~ - w~) ](G~'(1",1"') - 6:"(1",1"'», (81) 

O.(1",'f') = (1/(w~ -wr>](G:"(1",'f') -G:"(1",1"'»), (82) 

where 

2 sin v". ('f -1"a )sin Vm (1"' - 1",,) 
G:(1',1"') =- r v: 2) 

• fJ m = 1.3.5.... ( m + W 
2.4.6 

2.4.6 
(83) 

are the odd and even frequency pacts of the correlation func­
tion of the ordinary harmonic oscillator. They, in tum, are 
simply obtained from the standard boson and fennion corre­
lation functions 

1 - i",.'" 1 
GB('f) =- Lev: 2 

P m=O.±2.±4.... m +W 

(84) 
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= __ 1_ sinhw[7"- ({3/2)] 7"E(0,{3). 
2a> cosh (w{3 /2 ) 

(85) 

For 7" = 0 these coincide with the sums appearing in Eqs. 
( 30) and (31), as they should. 

Notice that the right-hand side is valid only for 7"E (0,{3). 
Outside this interval, the functions have to be continued pe­
riodically or antiperiodica1ly for Ge or Go. An explicit repre­
sentation which shows this property is obtained by rewriting 

G ( ) - ~ foo dv -iV(T+lfJ) 1 
B 7" - k -e 2' 

1=-00 -00 21T V+W 
(86) 

G
F

(7") = i foo dVe-iV(T+IfJ)e fTii 1 2' (87) 
1=-00 -00 21T V+W 

where the sums over all integer numbers I squeeze the v inte­
grals into the appropriate sums (84) and (85). Performing 
the integrals over v gives 

GB (7") = ~ +(O(7"+I{3)e-"'(T+lfJ) 

+ O( 7" -1{3)eOJ(T+ 1fJ») , 

G
F 

(7") = _1_ L( -' )/(0(7" + 1{3)e-",(T+lfJ) 
2a>1 

+ O( 7" -1{3)e",(T+ IfJ»). 

(88) 

(89) 

For 7"E(0,{3), the sums split into 1= 0,1,2, ... and 1= - 1, 
- 2, - 3, ... and can be performed to yield the results (84) 

and (85). For 7"E({3,2{3), however, these have to be replaced 
by 

G
B 

(7") = _1_ cosh w[ 7" - (3{3/2) ] 
2a> sinh (wP /2 ) (90) 

[7"E({3,2{3) ] . 

G
F 

(7") = _1_ sinh w[ 7" - (3{3/2) ] 
2a> cosh(wP /2) 

(91) 

When forming the appropriate combinations of these corre­
lation functions in (83) and (84), we have to distinguish the 
cases 7" + 7"' < 7"0 + 7"b' 7" + 7"' > 7"0 + 7"b' In the first case we 
find 

1 
G~(7",7"') = - 2a>sinh(w{3/2) 

XSinhW(7"- 7"b ;7"0 )sinhW(7"' -7"a)' 

for 7"> 7"'e( 7"a,7"b), 7" + 7"' < 7"a + 7"b , (92) 

GOJ(7" 7"') = 1 
0' 2a> cosh(w{3/2) 

XCOShW(7"- 7"b ;7"a )sinhW(7"' -7"a)' (93) 

In the second case 

GW(7" 7"') = 1 
e' 2a> sinh(wP /2) 

'nh inh (, 7"a + 7"b) XSI W(7"b - 7")8 W 7" - 2 ' 
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1 
G~(7",7"') = -------

2a> cosh (w{3 /2 ) 

. ( 7"a+7"b) XSlOhw(7"b-7")coshw 7"'- 2 .(95) 

As a check we add the even and odd results and find 

GW(7",7"') = (w sinhw{3)-1 

X sinh' w( 7"b - 7") sinh w( 7"' - 7"a), 7"> 7"' , 
(96) 

in either case, which is the correct correlation function 

G W( 7",7"') 

= (t5x( 7") t5x ( 7"'» loscill 
=.! ~ sin Vm (7" -7"a )8in Vm (7"' -7"a) 

k (97) 
P m = 1.2.... v!. + w2 

appearing in the path integral of the ordinary harmonic os­
cillator. 11 Inserting (94)-(97) into (82) we find the odd and 
even parts of the correlation function G ( 7",7"' ) : 

G" ( , 1 ( 1 . ( 7"b + 7"a ) 
e 7",7") = - --smh WI 7" - ---

(w~ - wi ) 2a>ISI 2 

Xsinhwl(7"' -7"a) - (12»), 

for 7"> 7"'e( 7"a,7"b)' 7" + 7"' <7"a + 7"b , (98) 

G" (') 1 (1 (7"b + 7"a) o 7",7" = 2 2 --cosh WI 7" - ---
(W2 - WI) 2a> ICI 2 

X sinh WI(7"' -7"a) - (12»), 

and 

G.(7",7"') = 2 1 2 (-I-sinhWI(7"b -7") 
W2 - WI 2a> ISI 

fO.7">7"'e(7"b,7"a)' 7"+ 7"' > 7"a +7"b' (99) 

Go (7",7"') = - 2 1 2 (_1_ sinh WI (7"b - 7") 
W2 - WI 2a> ICI 

XCOShW{7"'- 7"a ;7"b)_ (12»). 

Adding up the even and odd parts we find, according to 
formula (79), 

G( 7",7"') = - 2 1 2 [_1_ sinh WI (7"b - 7") 
WI - W2 WISI 

(100) 

in either case. This is the first part of the correlation function 
(t5x(7")t5x(7"'» in Eq. (35). 

Since we have treated the even and odd parts separately, 
it is now easy to find other pieces h. (7"), he (7"') from the 
limits (80) 

H. Kleinert 3010 



                                                                                                                                    

(101) 
I 

As a cross check, we may form 

which gives De , Do, as it should [compare with (37b) and 
(31) ]. 

Combining (103) and (104) and using De' Do we ob­
tain the complete correlation function of the fluctuations 
[recall (35)]: 

x( 1 COShwl(r,_ra+rb)_(12»)}. 
cosh(wP /2) 2 

(102) 

As a final check we verify once more that this Green's 
function vanishes at the end points together with its time 
derivatives. This completes the calculation of the probability 
distribution (xbvbrblxavara)' The result is Eq. (39) with 
the prefactor (40), the classical surface term (49), the clas­
sical source term (72) with Xci (r) given in (73) or (77), and 
the fluctuation part of the source term given by the correla­
tion function (102). 

VII. LIMITING FORMS OF SOURCE TERMS 

For completeness, let us perform the limits W2-0, 
W2-0, WI-0, and WI-W2 on the source terms. For W2 = 0, 
WI = w the classical solution (77) reduces to 

1 
XcI = - Pw(1-p) 

X {[(Xb - i pVb}Sinhw(r-ra) -w(r-r,,» 

+(Xa - i pva}sinhw(rb -r) -w(rb -r»)] 

- [(Xb i .ow - :)(1 - w:}COSh w(r - ra) - 1) 
+ (X .. tPw -~)( 1- w;) 
X(coshw(rb -r) -I)]}. (103) 

If also w-O, 

(104) 
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~n the limit WI -W2 = 2£-0, the functions (75) tend 
towards 

ga(r)-2£(r-r .. ) sinhw(r-r .. ), 

with analogous limits for f b ( r), gb (r), and the classical 
solutions become 

Xci (r) = - S2 _ ~2p2 {(Xb(S + wp;) - Vbs)(W(r - ra) 

Xcosh(r - ra) - sinh w(r - ra») - (ab) 

-Xb(WpS+ :(s-wp;))w(r-ra) 

x sinh w( r - r,,) + (ab)} . (105) 

The fluctuation part of the source contribution has the fol­
lowing limits: for W2 ..... 0, WI = W, 

G(r,r') = _-4-[_l-SinhW(rb -r)sinhw(r'-rb ) 
w ws 

_ (rb-r)~r'-r,,)]; (106) 

for W2 -0, WI-O, 

G(r,r')- -_I_(rb -r)(r'-r,,) 
6{3 

X [(rb - r)2 + (r' - r,,)2 -.0 2
]; (107) 

forw2-wl =w, 

G( r,r') ..... ~3S[ (1 + wp ;)sinh w( rb - r)sinh w( r' - r,,) 

- sinhw(rb - r)w(r' - ra)coshw(r' - ra) 

H. Kleinert 3011 



                                                                                                                                    

-IV( rb - r)cosh IV( 1"b - 1")sinh IV("" - 1",,) 1 ; 
(l08) 

with the latter reducing properly to (107) in the limit IV ..... 0. 
The functions he (r). ho (1") become, forIV2-+0.1V1 = IV, 

h r =...!...(SinhlV(1"- (1"" +1"b)/2) _ r- (1"" +1"b)/2) 
e () 1V2 2 sinh(1VP /2) IVP' 

(109) 

1 (CQSh IVl1" - (1"Q + 1"b )/2) 1 ) 
ho (r) = - -;;; 2 cosh(IVP /2) - T ; ( 110) 

for 1V2-+0.1V1 ..... 0' 

he(r) = ~(r- 1"" ;1"6)[(1"_ 1"" ;1"6 r _ ! p2]. 

1 [(. 1"a + 1"b )2 I 21 
ho(r) = -"4 1"- 2 -"4P ; 

and forlV2-1V1 = IV. 

I 
he (r) = 4a>2 sinh(IVP /2) 

IVP IVP. ( 1"" + rb)) -TcothTslnhlV 1"- 2 ' 

1 
ho (1") = - 4a>2 cosh(IVP /2) 

--tanh-coshlV r- . IVP IVP (1"a + 1"b)) 
2 2 2' 

and the quantities De , Do, for 1V2 -0, IV I = IV, 

D = _l_(IVP coth IVP _ 1) 
e PfJi2 2 > 

D = _1_ IVP tanh IVP . 
o /3t»2 2 2 ' 

for 1V2-0, IVI-O. 

and for IVZ-IVI = IV, 

(111) 

(112) 

(113) 

(114) 

(115) 

(116) 

(117) 

(118) 

D = !!...(coth(IVP /2) _ 1 ) (119) 
e 8 IVP /2 sinh2 (lVp /2) , 

D = P(tanh(IVP /2) + 1 ) (120) 
o 8 IVP /2 cosh2(IVP /2) . 

Combining these G, h, and D as required by (35) we obtain 
the limiting terms of the correlation function G ( 1".1"' ) . 

VIII. SECOND QUANTIZATION 

Frequently one is not interested in studying the behavior 
of a single fluctuating-tine-like object but wants to consider 
grand-canonical ensembles of these. It is then convenient to 
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introduce a single fluctuating field whose Feyman diagrams 
are capable of representing all the different individual line 
contributions. For the usual random chain with a Lagran­
gian (D /2a )*.2 in D dimensions. it is well known how to 
achieve this goal. For open chains of a given length L the 
appropriate field is .p(x.1") and has the action12 

.Ji/ = iD 
dr f d DX{.p+ (aT - p,).p + .p+ H( - i ax ).p}' 

(121) 

whereH(p) = p2/(2D fa) is the Hamiltonian andp, is the 
chemical potential of a chain element. For loops of any 
length L. with a distribution e - m'L , the fields tp(x) depend 
only on the spatial variable x and the action is of the Klein­
Gordon type13 

.Ji/ = f d DX tp(x)(H( - ia,,) + m2)tp(x) 

= ~ f d Dx[(dtp(X»2 + m2tp 2(X)] . (122) 

In the present case where the Lagrangian contains a second 
time derivative, a second quantization can be achieved by 
introducing, for open chains of a given length L. a field 
.p{x,v,1") which depends on position, velocity, and time with 
an action 

.Ji/ = iL 

d1" f dDx f dDx 

X {.p+ (aT - p,).p +.p+ H( - i ax ,x, - i 8v , .. ,r).p} , 

(123) 

where H( p,x,pv,v,r) is a Hamiltonian ofthe type (9) in D 
dimensions. For closed chains of any length one has, similar­
ly, a field tp(x, .. ) and an action 

.Ji/ = ~ f dDx dDv tp(x, .. )(H(p,x,Pv, .. ,1") + m2)tp(x, .. ) . 

IX. CONCLUSION 

We have calculated the exact amplitude for fluctuating 
orbits x ( 1") governed by the general second-gradient La­
grangian (2). The results is given by Eq. (39) with the fluc­
tuation prefactor (40), the classical action (49), the classi­
cal source action (72) and (77), and the fluctuation part of 
the source given by (102). 
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ProbabUlty density for ao-Elnateln and Fermi-Dirac particles: 
Slater-Kahn functions 
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A nonlinear form of the SchrOdinger equation is used to derive a partial ditferential equation 
for a Slater-Kahn function, which in turn yields the probability density of Bose-Einstein and 
Fermi-Dirac particles at a given temperature. 

I. INTRODUCTION 

The Slater sum for a quantum system at equilibrium at 
temperature T has been defined by the expression I 

(1) 

" 
where",,, (x) is the normalized wave function of state n, E" is 
its energy eigenvalue,p = l/kT, k is Boltzmann's constant, 
and the sum extends over all quantum states. The probability 
density is then given by 

P(x,{3) = S(x,{3)/Z(p) , (2) 

where the partition function Z (13) is obtained by integrating 
S(x,{3) over all positions: 

Z(p) = f S(x,{3)dx. (3) 

Important properties of the Slater sum for a single particle 
were derived by Uhlenbeck and GrOpper.2 Special attention 
was given by Kahn3 to the Slater sum for two Fermi-Dirac 
or two Bose-Einstein particles, 

1 
K(XI,x2,{3) = - L L ["'m (XI )"'" (X2) 

2 m " 

± "'" (XI )"'m (x2)] 2 exp( - PEm - pE,,), 
(4) 

where the + sign refers to Bose-Einstein particles and the 
- sign refers to Fermi-Dirac particles. To evaluate the 

two-particle Slater-Kahn function directly from (4) is very 
difficult since one would have to obtain all of the eigenfunc­
tions and eigenvalues and carry out the double summation. 
The problem is especially difficult when the eigenfunctions 
"'m must be calculated numerically, since the higher eigen­
functions have numerous oscillations, and cannot usually be 
calculated with accuracy. It is the purpose of this paper to 
derive a partial differential equation, the solution of which 
can be used to obtain a Slater-Kahn distribution function for 
Fermi-Dirac or Bose-Einstein particles. 

II. SLATER-KAHN FUNCTIONS 

The probability density P(x,{3) for finding a Fermi­
Dirac or Bose-Einstein particle at position X when the sys­
tem is at reciprocal temperature 13 is given by 

P(x,{3) = K(x,{3)/Z(/3) , (5) 

where K(x,{3) is the Slater-Kahn function obtained by inte­
grating (4) over one of the particles, 

K(x,{3) = f K(X,x2,{3)dx2, (6) 

and Z(p) is the partition function of the system, 

Z(p) = f K(x,{3)dx. (7) 

Substituting (4) into (6) and carrying out the integration 
gives us 

±28mnRm(x)] exp( -/3Em -PEn), (8) 

where R" (x) = ["'" (x)] 2. The probability density R" (x) 
satisfies the nonlinear differential equation studied by 
Bohm,4 

(R:IR,,) - [(R~)2/2R!] = (4mle) [V(x) -En]' 
(9) 

It has been shown that for a nonlinear equation ofthe form 
(9), it is possible to derive a linear equation by multiplying 
(9) by R! and differentiatings: 

(elm)R:' + 8[E" - V(x)]R N - 4V'R" (x) = o. 
(10) 

Next, we introduce the Slater-Kahn function 

KI (x,{3) = H KB (x,{3) - KF (x,{3)], (11) 

where KB (x,{3) is the Slater-Kahn function for Bose-Ein­
stein particles and KF (x,{3) is that for Fermi-Dirac parti­
cles. Substituting (8) into (11) yields 

(12) 

" 
We multiply (10) byexp ( - 2/3E,,) and sum over all states. 
Noting that 

oKI = L R ~ (x) exp( - 2/3En), 
ox n 

( 13) 

02KI = -2LR~(x)exp(-2/3E")E,,, 
013 ox n 

(14) 

o 3KI = L R ~"(x) exp( - 2/3E,,), 
ox

3 
" 

(15) 

we obtain 
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.!!..- a
3

K 1 = a
2
Kl + 2VaKI + V'K1(x,/3). (16) 

4m ax3 ap ax ax 

Both KB (x,/3) and Kp (x,/3) can be derived from KI (x,/3). 
To do this, we introduce the Slater-Kahn function K2 (x,/3): 

K 2(x,/3) = H KB (x,/3) + Kp (x,/3)] . (17) 

Substituting (8) into (17) gives us 

K 2(x,/3) = [ ~ exp( - PEm ) ] ~ Rn (x) exp( - PEn)' 

(18) 

The integral over KI (x,/3) with respect to position will be 
denoted by Y1 (P): 

Y1 (P) = f Kl (x,/3)dx. (19) 

Substituting (12) into (19) and noting that wave functions 
'I/In (x) are normalized so that 

f Rn (x)dx = 1, (20) 

we have 

Y1(P) = Lexp( -2{3En)· 
n 

Combining (12), (18), and (21) gives us 

K 2(x,/3) = Y1 (P 12)K1 (x,/3 12). 

(21 ) 

(22) 

Thus, both KB (x,/3) and Kp (x,/3) can be obtained from 
KI (x,/3): 

(23) 

Kp(x,/3) =K2(x,/J) -K1(x,/3). (24) 

The corresponding probability densities are given by 

PB (x,/3) = KB (x,/3)/ZB (P), (25) 

Pp (x,/3) = Kp (x,/3)/Zp (P), (26) 

where the partition functions are 
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ZB ({3) = f KB (x,/3)dx = Y2 (P) + 'I (P), (27) 

Zp(P) = f K p(x,/3)dx= Y2(P) - Y1({3), (28) 

and Y2 (P) is the integral of K2 (x,/3) with respect to position 

Y2(P) = f K 2(x,/3)dx. (29) 

Finally, substituting ( 18) into (29) yields an expression for 
Y2 in terms of Y1: 

Y2 (P) = [Y1 (P 12) ]2. (30) 

Thus, both probability densities PB (x,/3) and Pp (x,/3) can 
be obtained from the solution of the differential equation 
(16) for the Slater-Kahn function KI (x,/3). 

In summary, a linearized equation derived from a non­
linear form of the Schrooinger equation has been used to 
derive a partial differential equation for a Slater-Kahn dis­
tribution function. It has been shown that the solution of this 
equation can be used to derive the probability density for 
Bose-Einstein and Fermi-Dirac particles. 
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Utilizing set theoretic arguments, matrices of shift operators have been constructed, the 
determinants of which yield recursions that describe exactly the occupational degeneracies for 
three differently shaped particles (trimers, L-particles, T-particles) distributed on a 2 X N 
rectangular lattice. On the basis of these recursions, the expectation, normalization, dispersion, 
and continuous representation of the statistics have been calculated and compared for each 
kind of particle. 

I. INTRODUCTION 

The statistics that govern the occupation of lattice 
spaces by complex particles (which occupy more than one 
lattice site) are different in three ways from comparable sta­
tistics for simple particles (which occupy a single lattice 
site): ( 1 ) there is no statistical equivalence between particles 
and vacant sites; (2) the occupation of a site insures that at 
least one of the nearest neighbor sites is also occupied; and 
( 3) the possible existence of isolated vacant sites cannot 
serve as the sole criterion for determining whether or not a 
site can be occupied. 

For these reasons, it has been difticult to formulate, in 
an analytic way, the statistics (and kinetics) of occupation 
for complex particles distributed on a lattice. It has long been 
recognized \-3 that the kinetics of occupation of even one­
dimensional lattices by dimers cannot be handled in a statis­
tical manner. However, considerable progress has been 
made in handling the statistics of dimers on 2 X N lattices4 

and other two-dimensional spaces.5
-

12 This work has cul­
minated in a beautiful paper by Phares et al. 13 The occupa­
tional degeneracy for dimers on a quasi-three-dimensional 
space has also been considered. 14 

The occupation statistics for trimer particles (occupy­
ing three linearly contiguous sites) distributed on a 3 X N 
lattice has also been treated. 15 

The purpose of the present paper is to develop and com­
pare the occupational statistics for several kinds of more 
complicated particles distributed on a 2XN lattice. The 
method we employ is not limited to rectangular 2 X N lat­
tices, or even to rectangular lattices, but the magnitUdes of 
the calculations involved can rapidly become formidable for 
lattice spaces of greater size and dimensionality, as well as 
for more complex lattices (e.g., hexagonal lattices). 

To illustrate the method used to treat more complex 
particles and to contrast the results obtained, we will treat 
trimers, L-particles, and T-particles (see Fig. 1). These 
three kinds of particles are chosen to examine the influence 
of the degree of rotational freedom and particle size (Le., 
number oflattice sites occupied by each kind of particle) on 

the occupational degeneracy. Thus, the trimers have no rota­
tional freedom but may be moved from one row to another 
and occupy three lattice sites. The L-particles also occupy 
three lattice sites, but they have complete rotational free­
dom. The T-particles occupy four lattice sites and exhibit 
top-to-bottom rotation only. 

Although we limit our discussion to these three kinds of 
particles, it should be clear that the method used can be 
extended to particles of any configuration. 

On the basis of set theoretic arguments, we now develop 
recursion relations that describe exactly the occupational 
degeneracy for three kinds of (indistiuguishable) particles 
distributed on a 2 X N rectangular lattice. 

For the purpose of establishing the necessary recur­
sions, we define an aj (N) -space to be a 2 X N rectangular 
lattice space with j sites deleted from either the IQwer or 
upper left-hand corner (see Fig. 2). We first use these 

(a) IOkkttMillmMi/ 

(b) IJlII1lltrJtII1lI/UOI 

(c) 11tt1 ItttJ1kI1tt1 I I 
FIG. 1. (a) shows six trimers arranged on a [2X (14) 1 rectangular lattice 
space; (b) shows six L-particles arranged on a [2X (14) 1 rectangular lat­
tice space; (c) shows four T-particles arranged on a [2 X ( 14) 1 rectangular 
lattice space. 
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I I I I I I I I I I I I lao-space 

I I I I I I I I I I I I arspace 

I I I I I I I I I I I I I a2-space, etc_ 

FIG. 2. This figure serves to define the three [2xNj rectangular lattice 
spaces, ao• a l • and a 2• 

aj (N)-spaces to treat indistinguishable trimer particles. 

II. TRIMER PARTICLES 

We inquire as to the state of occupation of the upper, 
left-hand site(s) of an arspace. Referring to Fig. 3, we see 
thatAj [N,q] , the number of unique arrangements of q indis­
tinguishable trimers on an aJ (N) lattice can be decomposed 
as follows: 

1?1I111~tE8 AO [N,q] = '?IIIIIHfE 
~1111~tE8 A1 [N,q] ~IIIIBfE 

1~IIIHm +A3 [N,q-1] 'ttIIIHB3 

I? I C±±l:HEB A2 [N,q] = I? I I c±±HtE 
~ t±±±HtE A1 [N-1,q] ~ I c±±HtE 
1*1llBB:E + A1 [N-2,q-1] 10f0f0UJ] tEE 
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Ao[N,q] =A)[N,q] +A3[N,q-I] , 

A)[N,q] =Ao[N - I,q] +A2[N - I.q - I] , 

(la) 

(lb) 

A2[N,q] =A)[N - I,q] +A)[N - 2,q -1], (lc) 

A3 [N,q] =A2[N-l,q] +Ao[N-3,q-l]. (ld) 

Equations (la)-( Id) describe the decomposition of the sets 
of arrangements of trimers on the various aj -spaces. Thus, 
Eq. (la) says thatthe number of ways ofarrangingq trimers 
on an ao lattice is just the number of ways of arranging the 
trimers when the upper left-hand site is vacant plus the num­
ber of arrangements when the upper left hand compartment 
is occupied. (See the three upper left-hand spaces in Fig. 3.) 
These are the only two logical alternatives. Since these sets 
are disjoint, their union is merely their sum. 

Ifwe associate the shift operator R with the reduction of 
the value of N by 1, and the shift operator S with the reduc­
tion ofthe value of q by 1, then 

A;[N - j,q - k] = RJSkA;[N,q] . (2) 

Because these shift operators commute, they may be 
manipulated in a manner analogous to the way in which 
scalar variables are treated. Eqs. (la)-Od) may then be 
written in matrix form: 

1 0 
-1 RS 

R +R 2S -1 
(3) 

o R 

For Eq. (3) to have a nontrivial solution, the determi­
nant of the shift operator matrix should annihilate the solu­
tion space (AoA) A2 A3 ).)6-)8 Thus, the determinant ofthe 

A1 [N,q] -

AO [N-1,q] 

+A2 [N-1,q-1] 

FIG. 3. The decomposition oCthe degen-
eracies Ao. A JO A 2• and A3• 

A3[N,q]= 

A2 [N-1,q] 

+ AO [N-3,q-1] 
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shift operator matrix, operating on any oftheAj 's, yields the 
same recursion: 

A [N,q] =A [N-l,q] +A [N-2,q-l] 

+A [N-3,q-l] +2A [N-3,q-2] 

+A [N-4,q-2] -A [N-5,q-3] 

-A [N - 6,q - 4]. (4) 

Incidentally, the shift-operator matrix contained in Eq. 
(3) may be readily extended to A-bell particles (where A is 
the number of linearly contiguous sites occupied by each 
particle) . The corresponding shift operator matrix is a 
[A + 1] X [A + 1] field in which the elements of the main 
diagonal are - 1; the elements of the diagonal just below the 
main diagonal always contain R and the main reverse diag­
onal elements always contain R' - 1 S, where r is the number 
of the row ( 1 ..; r < A + 1); in addition, the element of the first 
row, second column is 1. All other matrix elements vanish. 

The normalization for the statistics described in Eq. 
(4), aN' is 

aN = I A [N,q] . (5) 
q=O 

Using Eq. (4), one obtains from Eq. (5) a recursion for the 
normalization: 

aN = aN_I + aN_ 2 + 3aN_ J 

(6) 

If we assume that aN = kRN, then Eq. (6) becomes 

R 6 _ R 5 _ R 4 _ 3R 3 - R 2 + R + 1 = 0 , (7) 

which has the following roots: 

RI = 2.147 89904, 

R2 = - 0.341 163901 +;[ 1.161 5414] , 

Thus, a general solution for aN is a linear combination of 
these solutions, i.e., 

6 

aN = I kjRf, 
j=1 

where, using the initial values from Table I, we obtain 

kl = 0.372 922 451, 

k2 = 0.237569540 - ;[0.149876314] , 

k3 = 0.237569540 + ;[0.149876314] , 

k4 = 0.227162317 + ;[0.047 611525] , 

ks = 0.227162317 - ;[0.047 611 525] , 

k6 = 0.105 506 147 . 

As N ..... 00, aN ~klR 1(, i.e., 

(9) 

( 10) 

aN = [(0.372 922 451 ][2.147898904]N . (11) 

If we define the coverage () to be the fraction of all lattice 
sites that are occupied, then the expectation of () may be 
written 

«(})N=3(q)NI2N, 

where 

(q)N= {t qA [N,q]} ItA [N,q]} -I 

=_1 IqA [N,q]. 
aN q 

It follows that 

(12) 

(13) 

(14) 

R3 = - 0.341163 901 - ;[1.1615414] , ( 8 ) Utilizing the recursion, Eq. (4), and assuming that, for 
R4 = - 0.539 49517 + ;[0.368 989 40] , 

Rs = - 0.539 495 17 - ;[0.368 989 40] , 

R6 = 0.682 327 803 . 

sufficiently large N, 

«(})N~«(})N-I~«(})N-2~···=«(})' (15) 

we obtain 

«(}) = 2. { aN_2 + 5aN_ 3 + 2aN_ 4 - 3aN_ S - 4aN_ 6 } , 

2 aN_I + 2aN_2 + 9aN_ J + 4aN_ 4 - 5aN_ S - 6aN_ 6 

(16) 

or, using Eq. (11), we may write Eq. (16) as 

( ) = 2. { R t + 5R ~ + 2R t - 3R 1 - 4 } 
() 2 R i + 2R t + 9R ~ + 4R t - 5R 1 - 6 

a;0.582 762 012 . (17) 

Thus, assuming the validity of the central limit theorem, 
the maximum number of arrangements oftrimers on a 2 X N 
lattice occurs when the lattice is approximately 58.3% filled. 
The open circles in Fig. 4 show A [39,(}] as a function of (), 
according to Eq. (4), i.e., the open circles are the exact occu­
pational degeneracy as a function of coverage. 
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The dispersion in (), «() 2) N' is defined by 

«(}2)N= 4;2 (q2)N 

= ~ Iq2A [N,q] . 
4N aN q 

(18) 

Utilizing the recursion, Eq. (4), and assuming that 
«(}2) N is of the form 

; + «(})1, 
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TABLE I. Showing the occupational degeneracy for trimers distributed on 
a 2 X N lattice for various values of N and q. 

N,\ 0 2 3 

1 
2 
3 2 1 
4 4 4 
5 6 9 0 
6 8 18 8 
7 10 31 30 
8 12 48 72 
9 14 69 142 

10 16 94 248 

where a is a constant, we obtain 

UN = T (lP) N - (o)~ ] 1/2 

= 0.472 257165 N- 1/2. 

4 

1 
9 

36 
114 
289 

5 6 aN 

1 
1 
4 
9 

16 
36 
81 

169 
20 1 361 

120 16 784 

(19) 

It follows that for large values of N, A [N,q] may be 
represented as a Gaussian distribution 

A [N,O] = A max exp{ - [0 - (0) F/2oi,}, (20) 

where 

Amax = [0.315028641] [2.147 898 904]N N- 1
/2. (21) 

The solid curve in Fig. 4 has been calculated according 
to Eq. (20) for N = 39, and normalized with respect to 
Amax = 6.69 X 1011. 

III. L·PARTICLES 

By the method outlined above, a recursion for the occu­
pational degeneracy of L-particles distributed on a 2 X N lat­
tice, can be obtained as follows [see Fig. 1 (b) ]: By a set 
theoretic argument utilized to obtain Eq. (4); we obtain for 
L-particles 

TRIMERS 

e 

FIG. 4. This figure shows the occupational degeneracy, A [39,8), as a func­
tion of8= (3/2)(q/N) fortrimers. The open circles show 14[39,8] accord­
ing to Eq. (4). The solid curve has been calculated from Eqs. (19)-(21). 
Both have been normalized toAmax = 6.69 X 1011. 
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A [N,q] =A [N - l,q] + 4A [N - 2,q - 1] 

+2A [N-3,q-2]. (22) 

The normalization is seen to be 

4N=LA [N,q] = 4N_ I + 44N_2 + 24N_ 3 • (23) 
q 

Again, assuming 4N = kRN, it is found that 

R 3 - R 2 - 4R - 2 = 0 , 

which has the roots 

RI = 2.73205081 , 

R2 = - 0.732 050 81, 

R3 = -1, 

where 

kl = 0.577 350266 , 

k2 = - 0.577 350266, 

k3 = 1. 

Using 4N ~klR f for large N, 

4N ~ [0.577 350 266] [2.732 050 81]N . 

Then the expectation of 0, defined by 

is 

3 3 
(O)N=- (q)N =--LqA [N,q], 

2N 2N4N q 

(0) ~0.633 974596. 

The standard deviation, UN' defined by 

UN= [(02)N - (O)~ ]1/2 

~0.412 156501 N- 1/2, 

(24) 

(25) 

(26) 

(27) 

(28) 

so that for large values of N, A [N,q] can be represented by a 
Gaussian distribution: 

A [N,O] = A max exp{ - (0- (0»2/2oi,}, (29) 

where 

Amax ~ (0.838 259 61) [2.732 050 81]NN- 1/2. (30) 

The open circles in Fig. 5 are the exact values of AI39,0] 
calculated from Eq. (22) and the solid curve has been calcu­
lated according to Eq. (29) for N = 39 and normalized with 
reSpect to Amax = 1.42 X 1016

• 

IV. T·PARTICLES 

For T-partic1es the recursion for the occupational de­
generacy is quite simple: 

A [N,q] =A [N - l,q] +A [N - 2,q - 1] 

+A [N-3,q-l], (31) 

with the normalization 

4 N =4N _ I +4N _ 2 +4N _ 3 • (32) 

The roots ofthe cubic associated with Eq. (32) are 

RI = 1.83928676, 

R2 = - 0.419643378 + ;[0.606 290 729] , (33) 

R3 = - 0.419 643 378 - ;[0.606 290 729] , 

R. B. McQuistan and J. L. Hock 3019 



                                                                                                                                    

L PARTICLES 

e 

FIG. S. This figure shows the occupational degeneracy, A [39,8], as a func­
tion of 8= (3/2)(q/N) for L-particles. The 0JIe!l circles show A[39,8] ac­
cording to Eq. (22). The solid curve has been c8Ieulated from Eqs. (28)­
(30). Both have been normalized to A""", = 1.42 X 1016

• 

with the associated coefficients 

kl = 0.435616379, 

k2 =0.282191146 ;[0.359246981], 

k3 = 0.282 191 146 + 1[0.359 246 98] . 

Thus for large N 

(34) 

aN at,ktR f = (0.435616379) [1.839286 76]N, (35) 

«() ) N, the expectation of (), is then 

2 2 
«(})N=- (q)N =--2:qA [N,q] 

N NaN q 

at,0.564 383 61 . (36) 

In a similar way, the standard deviation becomes 

UN = [0.505 185 901]N- 1/2. (37) 

Then, for large N, A [N,()] can be represented as 

A (N,()] !Oi!!Amax exp{ - «() - «(}) )2/2lJi,} , (38) 

where 

Amax at, (0.688007293) [1.839286 76]NN -1/2. (39) 

The open circles in Fig. 6 are the exact values of 
A [ 39 ,() 1, as calculated from Eq. (31), while the solid curve 
shows A [39 ,() J as a function of () as calculated from Eq. (38) 
and normalized with respect toAmax = 2.31 X 109

• 

v. COMPARISON OF STATISTICS 

It is apparent from Eqs. (4), (22), and (31), as well as 
from the occupational degeneracy recursion for simple par­
ticles distributed on a 2XN lattice, 

A [N,q] = A [N - l,q 1 + 2A [N - 1,q - lJ 

+A [N l,q-2], 

that the size, shape, and number of degrees of freedom of a 
particular kind of particle are not obviously reflected in the 
complexity of the respective recursion. 
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T PARTICLES 

e 

FIG. 6. The degeneracy A [39,8] is shown as a function of 8= 2q/N for T­
particles. The open circles have been determined using Eq. (31) and the 
solid curve has been calculated from Eqs. (37 )-( 39). Both have been nor­
malized to A""", =2.31 X 109

• 

It is interesting to note that the expectations of the cov­
erage for the three kinds of particles under consideration are 
all greater than that for simple particles, i.e., are greater than 
0.5. From these expectations, 

«(}) !Oi!!O.582 762 012 (trimers), 

«(}) !Oi!!O.633 974 596 (L-particles), 

«() ) !Oi!!O.564 383 610 (T-particles), 

and from the general expression for the expectation, 

s s 
«(}) = 2Na

N 
~ qA [N,q] = 2N (q) , 

where s is the number of sites occupied by each kind of parti­
cle, we see that although (q > is greater for simple particles, it 
cannot compensate for the fact that each simple particle oc­
cupies only one site. 

While s is the same for trimers and L-particles, «()) is 
greater for the latter because there are more unique ways to 
arrange L-particles than trimers on a 2 X N lattice. Even 
though s is greater for T-particles, they cannot be arranged in 
as many unique ways as can either trimers or L-particles. 

The maximum number of arrangements for each kind of 
particle (for N = 39), 

Amax = 6.69X 1011 (trimers), 

Amax = 1.42 X 1016 (L-particles), 

Amax = 2.31 X 109 (T-particles), 

also reflects the fact that at any coverage, the T-particles 
cannot be arranged in as many ways as either the trimers or 
the L-particles. Here Amax for simple particles on the same 
lattice would be 2.73 X 1022• 

The standard deviation of the coverage for the three 
kinds of particles considered, 
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0" = 0.472 257165 N- 1/2 

0" = 0.412156501 N- I12 

0" = 0.505 185901 N -1/2 

are to be compared to 

0"=0.707184951N- 1J2, 

(trimers) , 

(L-particles) , 

(T-particles) , 

for simple particles. These values indicate that the compact­
ness and rotational freedom of the L-particles result in a 
narrower distribution. It is also interesting to note that all 
three more complicated particles have considerably sharper 
distributions than the distribution for simple particles. 

An examination of Figs. 4-6 reveals that the discrete 
values of A [39,0] for each kind of particle appear to be shift­
ed uniformly along the 0 axis, relative to the corresponding 
curves representing the continuous distribution. This indi­
cates that at N = 39, the values ofthe dispersions are more 
accurate than the values of the expectations. 

VI. CONCLUSION 

We have determined recursions that enumerate exactly 
the mUltiplicity of arrangement of indistinguishable trimer, 
L-, and T-particles distributed on a 2 X N rectangular lattice. 
Utilizing these recursions, we have calculated the expecta­
tion, normalization, dispersion, and continuous representa­
tion of the occupation statistics for each kind of particle. 
Comparisons among the statistics for each kind of particle 
and with the statistics for simple particles have been made. 
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This paper presents a systematic and rational formulation of the electromagnetic theory of 
deformable and fluent bodies swept out by singular surfaces that may carry their own 
thermodynamics (interfaces). The treatment is based on the principle of virtual power for 
finite velocity fields, which is so formulated that, when combined, for real velocity fields, with 
the first principle of thermodynamics in global form, it yields directly the so-called energy 
theorem both in the bulk and at the singular surface. Then the corresponding rates of entropy 
production are deduced after introduction of the second principle of thermodynamics. The 
various alternate expressions of the ponderomotive force, couple, and electromagnetic energy, 
obtained in the bulk from the Loren~ theory of electrons are developed across the singular 
surface by means of the generalized transport and Green-Gauss theorems. Finally, an 
extension of the constitutive theory (well established in the bulk) is given to account for 
surface phenomena in the case of an electromagnetic fluid. Thermodynamical restrictions are 
discussed, and comparisons are made with previous works. 

I. INTRODUCTION 

In recent years consistent descriptions of mechanical 
and electromagnetic continuous media have been obtained 
on the basis of the energy method known as the "principle of 
virtual power" (for finite velocity fields) rather than the 
classical vectorial approach. Indeed, in 1973 Germain point­
ed out the interest of using this method for nonsimple mate­
rials such as those exhibiting a microstructure1.2 and in 1980 
Maugin showed that this method is particularly suited to the 
description of the interactions of electromagnetic fields with 
deformable bodies.3 Recently Daher and Maugin used this 
type of formulation to describe purely mechanical contin­
uous media swept out by various singular surfaces and/or 
lines, thus giving to that principle a range of application as 
wide as that of the classical vectorial approach while, of 
course, retaining all the advantages that it already owns and 
adding some concerning the transversality conditions.4 

In the present work, a description of continuous media 
presenting singular surfaces and including electromagnetic 
effects is given on the basis of the electron theory of Lorentz 
(for the evaluation of forces, couples, and energies of electro­
magnetic nature), the principle of virtual power, and the 
first and second principles of thermodynamics (for the ob­
tainment of field and constitutive equations). The subject 
matter has been dealt with, at length, in the bulk so that 
emphasis is placed here especially on surface phenomena by 
the use of the generalized transport and Green-Gauss theo­
rems. 

It is salient to recall that (i) the electron theory of Lor­
entz consists of a spatial averaging procedure applied to an 

assembly of nonrelativistic bound point charges contained 
within a "microelement" and considered to be under the 
influence of a Lorentz force'5,6; (ii) a singular surface may be 
a strong discontinuity in the well known sense granted in 
continuum mechanics (e.g., shock) or an interface between 
two phases, which, in many cases, can also be conveniently 
simulated by a strong discontinuity, but the latter then has 
material properties in the same way as the bulk phases4.7; 

(iii) a virtual power is a linear continuous form on a set of 
virtual velocities. The dual quantity to a "velocity" is a 
"force." The selection of a space of admissible velocities 
fixes, via this duality, the degree of refinement of the descrip­
tion of forces acting on the system. For so-called internal 
forces for which one ultimately needs to construct constitu­
tive equations we suppose that the principle of objectivity 
applies, which, in turn, implies that the dual "velocity field" 
is objective.3 In particular, we note that when the medium is 
spanned by a discontinuity, the principle of objectivity in­
duces an additional internal virtual power, which accounts 
for the relative motion of the medium and the singularity.4 

For simplicity, we restrict ourselves to the case where 
only surface charges and currents are allowed to exist at the 
interface, while all electromagnetic contributions may be 
discontinuous across the singular surface. Surface electro­
magnetic fields have been considered by other authors 7 using 
a direct postulational approach of global balance laws, or by 
the present authors8 for specific applications. 

The notation used is recalled in Sec. II. In a general 
manner we use indifferently the direct (intrinsic) dyadic no­
tation or the notation of Cartesian tensors in rectangular 
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coordinate systems. The Galilean form of Maxwell's equa­
tions is given in Sec. III. This Galilean formulation is not a 
severe limitation since material velocities encountered· in 
practical applications are considerably less than the speed of 
light. The nonlinear electromechanical equations are devel­
oped in Sec. IV on the basis of the principle of virtual power 
and the two fundamental principles of thermodynamics 
written globally for the whole specimen. The first of these, 
written in a rotationally invariant form, allows one to exhibit 
the nonlinear contribution of magnetization and electric po­
larization to the Cauchy stress tensor of the deformable body 
and it yields directly the transversality condition relative to 
the surface stress tensor (while this is postulated in the clas­
sical vectorial approach). The local volume and surface 
equations of balance of momentum, angular momentum, 
and energy and the local statement of the entropy principle 
follow from this global formulation when real velocity fields 
are considered. Finally, the above-mentioned local equa­
tions are written in a particular case in order to be compared 
to a previous work performed by Maugin and Eringen on the 
basis of the vectorial approach.5 In Sec. V we consider the 
special case of electromagnetic fluids, for which constitutive 
equations are constructed using the complete apparatus of 
nonlinear continuum thermodynamics and its most recent 
developments. It is shown that the bulk constitutive equa­
tions are exactly the same as the ones derived by Eringen6 

while the surface constitutive equations generalize a pre­
vious work performed by Bedeaux, Albano, and Mazur. 9 

It is in the nature ofthe subject matter that the algebra 
required be long and tedious. Because of the lack of space, we 
have often indicated only the guideline of the derivation. To 
render the paper self-contained, however, useful identities, 
definitions, mathematical properties, and integral transfor­
mations have been recalled or derived in the Appendices. 

All through the paper analogies or symmetries have 
been made between bulk and surface equations insofar as 
possible. In particular, it is shown, in Appendix A, that the 
effective Lorentz and ponderomotive forces, written in 
terms of effective charges and currents and expressed with 
respect to a frame moving with the infinitesimal element of 
matter, are more convenient to deal with than any other 
alternate form. The above-mentioned remark takes its full 
importance when dealing with more complex media such as 
piezoelectric semiconductors where the electromagnetic 
continuum is to be split in separate continua. 8 

Finally, we notice that the principle of virtual power 
may be stated in two different manners, either following a 
systematic procedure, where the electromagnetic tensor and 
momentum are introduced through a so-called first gradient 
theory,I,3 or by the introduction of the electromagnetic 
(ponderomotive) forces in the same way as gravitational 
forces are usually introduced. The first, more fundamental, 
statement is given in Appendix C while the second one, 
which is more practical, is given in Sec. IV. Naturally, the 
two alternate forms are mathematically equivalent. 

II. NOTATION 

We use the classical notation of continuum mechanics. 
The general nonlinear deformation of a body B between its 
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reference configuration K R at time to and its present configu­
ration K t at time t is represented, at fixed t, by the diffeomor­
phism . 

(2.l ) 

whereXK , K = 1,2,3, andxo i = 1,2,3, denote the position 
in rectangular coordinate systems-which need not coin­
cide-in K Rand K" respectively, of the same material "par­
ticle," the latter concept being understood in the usual con­
tinuous framework. The material body B occupies the 
volumeD-1: of Euclidean physical spaceE 3 at time t and it is 
spanned by a singular surface 1: (t). The boundary of the 
volume is noted aD-1: with unit outward normal n. The ab­
solute velocity of 1: (t), with respect to a fixed Galilean frame 
RG (the so-called laboratory frame of electrodynamics), is 
noted '\I and the unit oriented normal to 1:(t) is o. The 
boundary on aD of the singular surface, noted a1:, is 
equipped with a unit tangent t and unit normal T in the local 
tangent plane to 1: such that T = n X t. The vector-valued 
function I is assumed to be sufficiently differentiable in its 
arguments in D-1: so as to allow for the forthcoming manipu­
lation. The velocity field v, the direct motion gradient F, the 
inverse motion gradient F- 1

, the rate-of-strain tensor D, and 
the rate-of-rotation tensor n of particles at regular points in 
D-1: or aD-1: are classically defined by 

v = ill/ = {v;}, (2.2) 
at fixedXK 

F _ { _ ax; } _\ { aXK} - x; K - --, F = XK · =--
'aXK " ax; 

(2.3) 

(J = det F> 0 always) , 

D = {Dij = V(;,j) ==~(v;,j + vj,;) =Dj;}, (2.4) 

and 

n = {Oij = v[i,Jl == ~(v;,j - vj,;) = - OJ;}, (2.5) 

respectively, so that 

X;,K XK,j = 8ij' XK,;X;,L = 8KL , (2.6) 

where 8ij and 8KL are Kronecker symbols, The Einstein 
summation convention is understood. Cartesian tensor nota­
tion and direct dyadic notation are used indifferently. In the 
latter case the gradient operators are 

v= {~; ;= 1,2,3}, VR = {~; K= l,2,3}. 
ax; aXK 

(2.7) 

The divergence of non-necessarily symmetric second-order 
tensors is taken with respect to the last index, e.g., 

(div t); = tij,j . (2.8) 

When material quantities are attached to the singular 
surface 1:, the c<?rresponding fields are denoted by a super­
imposed caret " "and the surface is said to be thermody­
namic; otherwise it is said to bejree.4 For instance v is the 
absolute velocity, with respect to RG , of particles which be­
long to 1:. As these particles cannot leave 1:, we obviously 
have 

v'O='\I'o, (2.9) 
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while for a free singular surface we must necessarily set 
A 4 
V='\I. 

The cut of the material body D by a singular surface 
1: (t) in two regular regions D - and D +,

4 0 being oriented 
from D - to D + , requires the introduction of the following 
notation: 

V ± = v if xEiJD ± , 
{

VH(D ±), 

uniform limit ofv(D ±) for D ± 3x ..... l:± along o± , 

(2.10) 

where H is the characteristic (Heaviside) function of a set. 
The symbols [ ... ] and ( ... ) indicate, respectively, the jump 
and mean value oftheir enclosures at 1:(t), e.g., 

[A] =A + -A -, (A) =!(A + +A -), (2.11) 

where A ± are the uniform limits of the field A (regular in 
D-l: but presenting afinite discontinuity at 1:) in approach­
ing 1: on its two faces along its normals 0 ± . 

In the forthcoming development we need the balance of 
mass, which cannot be deduced from the principle of virtual 
power. Let p and p be the matter volume density in D-l: and 
the matter surface density on 1:, respectively. The total mass 
conservation reads 

!{ f p dv + d f p da = 0 , 
dt JD-~ dt J~ 

(2.12) 

where the "material" time derivatives are defined by 

dad a A 

-=-+v·V, -=-+v·V. 
dt at dt at 

(2.13 ) 

By using a "generalized" version of transport theorems4 (see 
also Appendix D), the global statement (2.12) is shown to 
imply the following local ones: 

dp + pV.v = 0 inD-l:, (2.14) 
dt 

dp + pV.v + [m] = 0 on 1:, (2.15) 
dt 

where 

m = p(v - '\1)·0 = p(v - v)·o (2.16) 

is the so-called mass transfer across l:. Equivalently, Eqs. 
(2.14) and (2.15) may be written as 

ap + V.( pv) = 0 inD-l:, (2.17) 
at 

;5 p+V.(pv)+[m]=O onl:, (2.18) 
8t 

where 

(2.19) 

III. MAXWELL'S EQUATIONS 

Let E, B, D, H, J, q" P, and M, denote the electric field, 
the magnetic induction, the electric displacement, the mag-
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netic field, the total current, the volume density of free 
charges, the electric polarization per unit volume, and the 
magnetization per unit volume, all evaluated in the fixed 
Galilean frame Ro at time t. At internal points of the regular 
region D-l: in K to Maxwell's equations are classically ex­
pressed by (c = velocity ofligbt in vacuum; Lorentz-Heavi­
side units are used so that neither factor 41r nor vacuum 
quantities Eo and Po appear), 

VXE+.!..aB=O, V·B=O, (3.1) 
c at 

1 aD 1 
VXH---=-J, V·D=q" 

c at c 
(3.2) 

with 

P=D-E, M=B-H. (3.3) 

On taking the divergence of the first equation of Eq. 
(3.2) and accounting for the second equation of (3.2) one 
obtains the equation of conservation of electric charges as 

(3.4) 

It seems convenient to define an effective charge rf'I and 
an effective total current, in Ro , as 

ap 
qeff = q, - V.p, Jeff = J + at + cVXM, (3.5) 

so that Eq. (3.2) transforms to 

VXB _1. aE =1. Jeff, V.E = qefi". (3.6) 
c at c 

Let ~, ~ , Y, fJJ, /"' and vii be the same fields as E, B, 
H, P, J, and M, but referred to a frame moving with the 
infinitesimal element of matter at time t, [the so-called co­
moving frame Rc (x,t)]. In the Galilean approximation, 
which is sufficient for the present purpose, we have the fol­
lowing transformation laws between Ro and Rc (x,t) 5.6: 

~=E+(1!c)vXB, (3.7) 

~ = B - (1!c)vXE, 

Y = H - (1!c)vXD = ~ - vii , 

/" =J -q,v, 

fJJ = P, vii = M + (1!c)vXP . 

(3.8) 

(3.9) 

(3.10) 

(3.11 ) 

The lack of symmetry between the last two formulas 
reflects the Galilean approximation. The vector field ~ is 
usually called the electromotive intensity while /" is none 
other than the conduction current. 

On account of (3.7)-(3.11), the bulk equations (3.1) 
and (3.2) and (3.4) take on the following "Galilean" 
form5•6•lo: 

• 
VX~ + (1!c)B=O, V·B=O, (3.12) 

• 
VXY - (l/c)D = (lie)/", V·D = q" (3.13 ) 

and 

(3.14 ) 

where the convected-time derivatives for a vector A and a 
scalar a are defined by 
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A=:d A _ (AoV)v + A(Vov) 
dt 

= a A + v(VoA) + Vx (AX v) , at 
!!Pa=: da + aVov. 

dt 

(3.15) 

(3.16) 

In the same way as in Eqs. (3.6), we may write Eq. 
(3.13) in the following alternate form: 

• VX91J - (l1e)E= (l/c)Felf , VoE = ~, (3.17) 

where the effective conduction current Felf has been defined 
as 

(3.18) 

On account of (2.9), and after some calculations and 
manipulations, the jump conditions at the interface associat­
ed with the bulk equations (3.1), (3.2), (3.4),and(3.6) in 
Ro and (3.12)-(3.14) and (3.17) in Rc(x,t), transform, 
respectively, to5•

6 in Ro , 

ftX[E] - (l1e)(yoft)[B] = 0, [B)oft = O. (3.19) 

ftX[H] + (l/c)(v-ft)[D] = (l/c) j, [D]oft = q" (3.20) 

~ A A 

6t q, + VoJ + [Q] = 0 , (3.21 ) 

and 

ftX[B] + (l/c)(voft)[E) = (l/c)jelf , 

[E]oft = qelf ; (3.22) 

inRc (x,t) , 

and 

nX(If+(lIe)BX(v-v»=O, [B)oft=O, (3.23) 

ftX[K - (l/c)DX(v - v» = (lie»)" 
[D) oft = q, ' (3.24) 

~q, + to)' + [Q] = 0, (3.25) 

nX[91J - (l/c)EX (v - v» = (lie) )'elf, 

[E]on = qelf, (3.26) 

with 

AA d A AVA A (327) .!:Z'o=-a+a °v, . 
dt 

Q = ( J - qfV) oft , (3.28) 

)'=j-q,v, 

)'elf =)' + ftX[PX (v - v)];+ cnX[...K] , (3.29) 

qelf = qf - [P)on, 

jelf = j _ (voft)[P] +ciiX [M] , (3.30) 

where )" j, qf' )'elf, jelf, and qelf are the surface conduction 
current, the total surface current, the surface density of elec­
tric charge, the effective surface conduction current, the ef­
fective total surface current, and the effective surface density 
of electric charge. In writing the above jump equations we 
have assumed that there is neither surface polarization den­
sity nor surface magnetization density on 1: (t) . 
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The boundary conditions on aD-1: are obtained by con­
sidering a singular surface that is material (v = V = v). 
Thus Eqs. (3.23)-(3.25) yield 

nx[lf] = 0, [B]on = 0, 

nX[K] = (lie»)" [D]on = q" 
~q,+ to)' + [/"]on=O. 

(3.31 ) 

(3.32) 

(3.33) 

We easily notice that Eqs. (3.27) and (3.28) areimme­
diately deduced from Maxwell's equations written in 
Rc (x,t). This justifies the introduction of electromagnetic 
fields related to the comoving frame Rc (x,t). 

IV. THERMOELECTROMECHANICAL EQUATIONS 

A. General prinCiples In global form 

The thermoelectromechanical balance laws (with the 
exception of Maxwell's equations recalled in Sec. III which 
are not of a mechanical nature) may be deduced in an elegant 
manner from three general principles written in global form 
for the material volume D swept out by the singular surface 
1:. These are the principle of virtual power and the first and 
second principles of thermodynamics. We refer the reader to 
a review paper3 for general features and the manner to ac­
count for electric polarization and magnetization effects in 
the presence, or absence, of electromagnetic ordering and to 
Ref. 4 for the purely mechanical case of singular surfaces and 
interfaces. 

We call tpa, tpi , tpv' tPeI tPe,K,k,E,E,N,N, uem
, Qh' 

and ff, respectively, the total power of inertia forces, the 
total power of internal forces, the total power of "volume" 
forces, the total power of contact forces, the total power of 
prescribed forces (of any type, in the bulk, on surfaces or on 
lines), the total kinetic energy of the volume (regular re­
gion) , the total kinetic energy of material points belonging to 
the singular thermodynamical surface, the total internal en­
ergy of the regular material region, the total internal energy 
of the singular thermodynamical surface, the total entropy 
of the regular material region, the total surface entropy of 
the singular thermodynamical surface, the total electromag­
netic energy of the electromagnetic fields onD-1: on account 
of magnetic dipoles, the total rate of supply of heat, and the 
total rate of supply of entropy. In the sequel a superscript 
asterisk will indicate a virtual field or the value of an expres­
sion in such a field (which is not, in general, a solution of the 
actual problem). 

• 
1. Principle of virtual power 

In a Galilean frame and for an absolute Newtonian 
chronology the total virtual power of inertial forces of the 
system balances the sum total of the powers of internal and 
external forces impressed on the system for any virtual ve­
locity fields. With the above notation, this reads 

(4.1 ) 

2. First principle of thermodynamics 

The time rate of change of the total energy contained in 
D-1: and on 1: is equal to the sum of the power developed by 
prescribed forces, the energy supply by radiation inD-1: and 
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on I, and the flux of energy through the boundaries aD-I 
and aI. This may be stated as 

!!... (K + E) + d (K + E) +!!... uern = tPe + Qh . 
dt dt dt 

(4.2) 

3. Second principle of thermtJdYMmlcs 

For any thermodynamical process the time rate of 
change of the total entropy of the system is never less than 
the sum of the total entropy supply and the total flux of 
entropy through the boundaries. Mathematically, this reads 

!!...N + d k~./v. (4.3) 
dt dt 

For a general magnetizable, electrically polarized, heat 
conducting deformable conductor, the expression to be car­
ried out in Eqs. (4.1 )-( 4.3) are given, or constructed, as 
follows: 

1 dv· 
tp: = p_' vrdv 

D-~ dt 

r { AdD; [ A J} A d + J~ PTt+ m(v; -V;) vr a, (4.4) 

tpr= -1 prdv- r(~pr+for)da, 
D-~ J~ 

(4.5) 

tp: = fD-~ [U; + fm)vr + p~; (d;;)* 

+ pB; (~: )*]dV + L (it + 1m) Dr da, (4.6) 

tp~= r (T;+Tm)vrda+ r T/Drdl, 
JaD-~ J~ 

(4.7) 

tPe = 1 h V/ dv + r T/v; da 
D-~ JaD-~ 

+ r itD/ da + r T/D; dl, 
J~ Ja~ 

(4.8) 

Qh = 1 ph dv - r qoo da 
D-~ JaD-~ 

+ r ph da - r 40
.,. dl , 

J~ Ja~ 
(4.9) 

./v = 1 pu dv - r cf»oo da 
D-~ JaD-~ 

+ r puda _ r 4»0.,.dl, 
J~ Ja~ 

(4.10) 

and 

K= i J... pv2 dv, /(=i J... pv2 da, 
D-~ 2 ~ 2 

(4.11) 

E= fD-~pedv, E= L peda, (4.12) 

N = fD-~ Pl1 dv, if = L p-r, da , (4.13) 

uem = i J... (E2 + B2 - 2,KoB) dv. 
D-~ 2 

(4.14) 
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In Eq. (4.5) we have introduced the following quanti­
ties: 

pr = uijD: - pLE; (DJ 'IT;)* - pLB; (DJ #;)* , 

~pr = [Y/(v; - v;)*], 

and 
A 

for =uijD:, 

with 

11' = PI p, J.L = viii P , 

and 

( 4.15) 

( 4.16) 

( 4.17) 

(4.18 ) 

( 4.19) 

(4.20) 

In the above set expressions, f and f are volume and 
surface forces of purely mechanical origin. Here Y and T 
are surface tractions across the singular surface and on the 
boundary aD-I, while t is a lineal traction. Here e and e are 
internal energies per unit mass, 11 and ~ are entropies per unit 
mass, and q and 4 are the heat flux vec~ors. The symmetric 
tensor U ij is called the intrinsic stress tensor (not to be mis­
taken for the Cauchy stress tensor to which it is only a sym­
metric contribution3

); U ij is the corresponding intrinsic sur­
face stress tensor (an essentially two-dimensional geometric 
object in the absence of so-called membrane forces4

; see, be­
low, the transversality condition). Constitutive equations 
will have to be constructed for these two tensors. Here LE; 
and L B; may be referred to as the local electric field and the 
local magnetic field. They reflect the interactions that take 
place between the polarization field and the matter and the 
magnetization field and the matter. The quantities U and U, cf» 
and 4» are usually related to h, h, q, and q and the thermodyn­
amical temperatures (J and 0 ( (J > 0, inf (J = 0; 0 > 0, 
inf 0 = 0), where 0 is the temperature field attributed to the 
surface by, e.g., 0 = aela~. These relations will be specified 
later on. Finally, fern is the volume ponderomotive force in 
the Galilean approximation and T- and fem are the corre­
sponding electromagnetic forces at the boundary of the body 
and at the interface I. Before specifying the latter, we refer 
the reader to Ref. 3 or Appendix C for the construction of 
expressions such as (4.6) and (4.15) and to Ref. 4 for the 
construction of expressions such as (4.4) and (4.16) . 

According to a semimicroscopic approach we have 
(Appendix A) II 

fern = qelf~ + (l1c){,Felf - cVXvll}XB 

+ dive ~ ® P) + (VB)ovll 

= div ~ - aG inD-I, (4.21) at 
)em =;r~ + (l/c){ felf - cox [vii]} X (B) 

+ [~ ® P)'o + «vII)o[B) )00 

= [tern + Gev)oo across I, (4.22) 

rrn= - Wrn+G®v)oo onaD-I, (4.23) 

where 
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tij=E;~ +B;B] + ~;~ -vII;B] 

- !(E2 + B2 - 2vKoB)8ij , 

G= (l!c)EXB, ~ = (E) + (l!c)vX(B). 

The quantity 

(4.24) 

(4.25) 

Cij = tWI = ~ [i ~I + B[i vii)] (4.26) 

is the tensor dual of the ponderomotive couple. Notice the 
symmetry between fem and fem in Eqs. (4.21) and (4.22). 

Bo Local electromechanical equations 

On assuming that Eq. (4.1) remains good for any of the 
virtual fields, v·, v·, VU (at 1:), ])V., (d'frldt)·, and (dfJ.I 
dt)· and any element of volume, surface, and line, we obtain 
at once, after use of the generalized Stokes' theorem account­
ing for the presence of a discontinuity surface (Ref. 4)-see 
Appendix b-the following local equations: 

dv. 
p -' = t;;J' + It + If' inD-1:, 

dt .. 
(4.27) 

T;+Tf'=tijn] onaD-1:, (4.28) 
~ 

P~ dVI + [m(v. _ v.)] 
dt " 

= (Y;] + (Vj + 20n] )uij + ); + If' on 1: , 

(4.29) 

T; = uij7"j along a1:, (4.30) 

Yl = t t nj on 1:±, uijnj = 0 on 1:, (4.31) 

LE;+~;=O, LB;+BI=O inD-1:. (4.32) 

The a priori nonsymmetric Cauchy stress tensor tij has been 
defined by 

tij = O"ij + LEu ~J + LBU vii}] . (4.33) 

The local statement of the balance of angular momen­
tum is contained in the above mentioned equation. By taking 
the skew-symmetric part of Eq. (4.33) we obtain 

tWI = LEUP}] + LBUvll}] . (4.34) 
On using Eqs. (4.31) we can rewrite Eq. (4.29) in the 

following more conventional form: 
~ 

dv; A ,.. A 

Pdt + [m(v; - V;)] = [tij]nj + Vjuij + It + If' on 1:. 

(4.35) 

Co Local thermodynamical equations 

If we combine Eq. (4.1) written for real velocity fields 
(no asterisks), with Eq. (4.2) and account for the demon­
strable electromagnetic energy identity (see Appendix B), 

!!... uem = _ f { femov + p'8 d-rr 
dt JD-l". dt 

with 
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+ pB dfJ. + Fo'8} dv (4.36) 
dt 

- f cremov + yon)da 
JaD-l". 
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Y=c'8XK, (4.37) 

rq = t';j + GIVj _l".Y~ - HE2 + B2 - 2vKoB)8ij, 

l".yt = (~;)Dj + (K;}Bj - ((If)oD+ (K)oB)8ij' 

(4.38) 

where the first of these is Poynting's vector in Rc (x,t), we 
obtain the following global expression for the so-called ener­
gytheorem: 

d d ~ . .. 
dt E + dt E + Kex (1:) + tp; = Qh + Qem , (4.39) 

where we have set 

+ i lrq(v; - Vi )]nj da . (4.41) 

The quantity defined by Eq. (4.40) is the so-called ex­
cess rate of kinetic energy. 4 

Accounting for generalized transport theorems and bal­
ances of mass, from Eq. (4.39) we deduce the local forms of 
the energy theorems as 

p de = PI + F0'8 + ph - Voij inD-1:, (4.42) 
dt 
de A A" P - = p; + l". P; + Fo( 'B) + ph - Voq 
dt 

+ [rum(v; - VI) - qj]nj 

- [m{(e - e) + !(v - V)2}J on 1:, 

where we assumed the transversality condition 

qoo=O 
and we have set 

q=q-Y. 

(4.43) 

(4.44) 

(4.45) 

It remains to exploitthe global inequality (4.3). To that 
purpose we assume that 0", U, +, and • are given by 

0" = h 10, U = h 10, + = ij/O, • = q/O. (4.46) 

Only the volume entropy flux differs from the usual ra­
tio of the heat vector to the temperature, which means that 
nonsimple thermodynamical processes are involved (com­
pare Ref. 6, p. 129). Accounting for (4.46), the local forms 
of (4.3) read 

pO d7J > ph - Voq + +oVO in D-1: , (4.47) 
dt 

pO d~ > ph - V.q + .0VO 
dt 

- [m(7J - ~)O] - [0+]00 on 1:. (4.48) 

D. The Clauslua-Duhem Inequality 

Introducing the Helmholtz free energy densities 'II and 
q,by 

(4.49) 
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and accounting for Eqs. (4.42), (4.43), (4.15)-(4.17), 
(4.31), and (4.33), from (4.47) and (4.48) weare led to the 
Clausius-Duhem inequalities in the form 

(
d\f! d8) d1T; dpi 

-p -+1J- +t··v·· + P~I-+ pB.-dt dt IJ t,j dt I dt 

+ f'~ - +-V8;;.0 in D-~ (4.50) 

and 

(
dW A dO) A A A A A 

-jJ dt+1Jdt +uilDiI + (~)'f -cft·V8 

+ [(til + 1ij')(v; - Vi) -,pj (8 - O)]nj 

- [m{1J(8 - 0) + ('I' - q,) + !(v - V)2}];;.0. 
(4.51) 

Finally, if we perform the following Legendre transfor­
mation on '1': 

IjI = 'I' - ~''Ir - B· .... , (4.52) 

define the new symmetric stress tensor til by 

til =qil-P(i~j) -vll(iBj) + (p.~ +J('B)t5i1 

=tij -Pi~j -vIIiBj + (p.~ +J('B)t5i1 , (4.53) 

and use the definition (3.15) of a convected time derivative, 
we can rewrite the volume inequality (4.50) in the useful 
equivalent forms 

_p(~ +'1'J d8)+t .. v .. _P. d~i 
dt '1 dt IJ ',J I dt 

dB· q 
-vII.-' +~.tIJ--"-'V8;;.0 (4.54) 

I ~ , 8 ' 

or 

(~ d8) - ... -p _+'1'J_ +t"D .. -P.~. dt ./ dt II IJ I I 

-vII.a. +~. tIJ - q'V8;;'0. 
'! ,/ 8 (4.55 ) 

On account of the second equation of (4.31) and after 
some decompositions, Eq. (4.51) yields 

(
dW de).. A q A A 

-p dt+ 1J dt +uilDIj + (~)'f --rV8 

+ 0 (q(h) )[1/8] + 0 [q(II)]( (1/8) - 1/0) 
- (T1'(II» • [v] + [T1'(lId' «v) - v);;,O, (4.56) 

where we have set 

(4.57) 

and 

TTiI = tij + 1ij' - At5i1 ' (4.58) 

A = p{1J(8 - e) + ('I' - W) + !(v - V)2} . (4.59) 

If we consider the case where the only quantities at-
tached to the inter!ace are of electric nature such as qf')" on 
setting v = " and 8 -) = (8 -1), see Ref. 4, we have the fol­
lowing balance laws: Conservation of mass, 

dp + pV'v = 0 inD-~, 
dt 
[p(v - "»)'0 = 0 across ~(t); 
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(4.60) 

( 4.61) 

balance of momentum, 

dv· 
p d: = til,} + /; + f~m inD-~, (4.62) 

[pvi(vj vj)-tlj-(tij'+Givj))nj=O across~(t); 

(4.63) 

conservation of energy, 

de d'lr d .... 
P dt = tilvi,j + p~. dt + pB· dt 

+ f'~ - Voij + ph inD-~, (4.64) 

[{ !pv2 + pe + !(E2 + B2 - 2J(.B)}{vj - v) 

- (til + tij + Givj )v1 + Y j + qj]nj = 0 across ~ ; 

(4.65) 

and entropy inequality 

p ~~ ;;. ! (ph - V·q) q·V ( !) in D-~ , (4.66) 

[p1J(Vj - vj ) + (l/8)qj]nj ;;.0 across ~ . (4.67) 

The above-mentioned balance laws are the ones ob­
tained by Maugin and Eringen from the vectorial approach 
[see Eqs. (5.8)-(5.16) in Ref. 5]. In order to have the same 
notation, we must replace e by e + Il'B and q by - q. 

V. CONSTITUTIVE EQUATIONS 

For illustration purposes and further comparison with 
other works it is salient to consider the special case of elec­
tromagnetic fluids, where we assume a priori that all depen­
dent functions 1jI, 1J, til' Pi> viii> /i> and qi may depend on 
the same set of variables (Ref. 6) 

p-),Dij,8,V8'~i,Bi , (5.1) 

A similar assumption is used at the interface where the 
set (5.1) is replaced by 

A 1 A A AA 

p- ,DiI' 8, V8. (5.2) 

Thus IjI is assumed to depend on the set (5.1) while q, 
depends on the set (5.2). On computing ~ / dt and dW / dt 
and carrying the results in Eqs. (4.54) and (4.56) that must 
be satisfied for all independent thermodynamical processes 
[d8/dt, Oil' (d/dt) (DiI ), (d/dt) (V8), (d/dt) ~i' 
(d / dt) Bj ], we obtain the following. 

(i) InD-~ 

aljl = 0, aljl = 0 tWl = 0, (5.3) 
a(DiI ) a(V8) , 

and 

(5.4) 

while there remains the following dissipation inequality: 

r=DtljDiI - (1/8)q·V8 + f'~;;'O, (5.5) 

with 

aljl 
p= ---. 

ap-I 
(5.6) 

From the first two equations of (5.3) we see that IjI is 
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independent of 0 and VO, while the third one states that the 
stress tensor must be symmetric. Ifwe recall the definition of 
tij we see that we must have 

P[I'ifj] + .L[jBj] = O. (5.7) 

(ii) On l: 

l' =0, (5.8) 
a(Dij) 

and 

r:sDo-ijDij - (1/0) q.VO + )".( 'if) 
+ O{ < qUi) )[1/0] + [q(li)]( (I/O) - 1/0)} 

+ V:ruj)·[vl+f:r(il)]«v) -v);;;.O, (5.9) 

with 

(5.10) 

T- T (I,A) AS: (511) 1"ij = 1"ij + P P pUij' . 
After decomposing Eqs. (5.5) and (5.9) into traceless 

tensors, vectors, and scalars, we are led to 

r:s~tijoDij - (1/0)q·VO + /.'if + DtDkk;;;.O, (5.12) 
A DA: A,.. A. A ) DA .. 

r:S~O-ijO ij - (1/0) q·VO + /.< 'if + U'Dkk 

+ (T:r (il) ) tan ·(vltan + [T:r (Ii) ]tan . ( (v) - v)tan 

+ ("WI) HV(i1) I + [1"(1111»)0( (v(iI) } - VIA) ) 

+ 8{(q(ii» [1/0) + [q(II)]( (1/0) - 1/0)};;;'0, 
(5.13 ) 

with 

Aij =oAij + AOij' OAkk =0, A =jAkk' 

Aij =oAij + APij' OAkk =0, A =~Akk' 
A=Au... +..4(11)8, 

(5.14) 

(5.15) 

where the subscript tan indicates the tangential component 
and 

1"(1111) :S1"ijli/ij . (5.16) 

For simplicity we consider linear relations between the 
generalized fluxes and thermodynamical forces occurring in 
the entropy production. Taking also into account the tensor­
ial nature of the various quantities, the two-dimensional iso­
tropy on the surface, and the isotropy in the bulk we obtain 
the following linear laws. 

In D-l:, 

~tij = 2p,oDij' Dt = kDkk , 

-q =KtVO+K2'iff, 

(5.17) 

( 5.18) 

/ = U't'if + U'2VO. (5.19) 

On using the first equation of (5.14) with (5.17) we 
obtain a more conventional form for the dissipative stress Dt 
as follows: 

Dtij = ADkkOij + 2/lDij , 

with the following relation: 

k=3A+2/l. 

(5.20) 

(5.21) 

From the entropy inequality (5.12) it is clear that 
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K1>O, U'1;;;'0, 4K\U'\O -\ - (K20 -I + U'2)2>O, 

k = 3A + 2p,>0, /l>0. (5.22) 

On l: we have (i) the traceless part of the tensorial quan-
tities 

A .. 

#ij = 2/loDij ; (5.23) 

(ii) the surface vectorial quantities 

-q=KtVO +K2('if)tan +K3[VJtan +K4«V) -v)tan, 

f = 0-1 ('if)tan + 0-2 VO + 0-3[V)tan + 0-4 ( (v) - V)tan , 

(T:r(iI) = a\[v)tan + a2VO + a3('if)tan + a4( (v) - V)tan , 

[T:rod = /ll«V) -V)tan + /l2VO 
+ /l3( 'if}tan + /l4[V]tan ; (5.24) 

and (iii) the scalar quantities, 

DO- = klDkk + kz[1/0] + k3( (1/0) - 1/0) 

+ k4(v(lI,] + ks( (V(II» - V(II) ) , 
,.. A A A A 

( q(li) = fl[1/0] + fzDkk + f3( (1/0) - 1/0) 

+ 14[V(ll) I + ls( (V(II) ) - V(ill ) , 
A .. 

[q(II)]=m l «1/0) -1/0) +mzDkk +m3[1/0] (5.25) 

+ m4 [v(A)] + ms( (V(ll) - V(1i) ) , .. 
Vr(IIII» = rt[v(li)] + rzDkk + r311/0] 

+ r4( (1/0) 1/0) + rs( (V(II» - V(lI) , 

[Tr(i1il») = Sl «V(II) ) - VOl) ) + SiJkk 

+ S3[1/0] + S4( (1/0) - 1/0) + sS[V(lId . 

On combining the first equation of (5.25) and account­
ing for the second equation of ( 5.14) we get 

.... A A"" "'-
Do-ij =ADkkPij + 2p,Dij + kz[1/0] + k3( (1/0) - 1/0) 

+ k4[v(lId + ks( (V(A» - V(lI) ) , (5.26) 

with 

k1 =1+#. (5.27) 

In the same manner as in the bulk, the entropy inequali· 
ty (5.13) places restrictions, which we do not discuss here, 
on the scalar coefficients introduced in (5.23)-(5.25). 

In some particular situations such as when we have no 
surface mass density (p = 0), it is necessary to define the 
energy and entropy per unit surface, hence on setting 

:t\{l = pW, :t", = pfJ, (5.28) 

and accounting for mass conservation we get the following 
transformation: 

A dW A d :t\{l:t A d :t\{l :t .. 
P - - [m)\{I = --+ \{IPijDij = --+ \{IDkk , 

dt dt dt 
(5.29) 

and the Clausius-Duhem inequalities (4.51) and (4.56) 
take on the following alternate forms: 

_ (d 1:\{I + 1:", dO) 
dt dt 
+ (o-ij _1:\{IPij)Dij + ('iff)·f -~.VO 
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and 

+ [(tij + 7"lj)(Vi - Vi) - (h(6 - 9»1%; 
- [m{1] (6 - 9) + \f1 + !(v - V)2}];;;.0 (5.30) 

(
d:E\f1 :E d9) A A A A A 

- -+ 1]- +ul,D .. + ('8)0,f - (q/6)oV6 
dt dt "lJ 

+ 9 ( q(lI) )[1/6] + 6 [q(II)]( (1/6) - 1/0) 

(~(II) )o[v] + [~(II)]o( (v) - v);;;'O, 

1': _T P:E~ rij - rij +-;- pUij. 
P 

(5.31) 

(5.32) 

(5.33) 

Notice the perfect symmetry betweett (5.32) and (5.33) 
and (5.10) and (5.11). Although Eq. (5.33) seems to de­
pend onp, if we decompose Trij with the help ofEqs. (4.58) 
and (4.59) and the first equation of (5.32), we immediately 
notice that 11-ij is independent of p. Equation (5.33) is given 
in the above-mentioned form only to allow for the analogy 
with (5.11). 

As toEqs. (5.2), (5.8), and (5.9), they will be replaced, 
respectively, by 

A A A A 

Dij' 6, V6, (5.34) 

a :E\f1 a :E\f1 :E _ a :E\f1 
- .. - = 0, -...........- = 0 1] - - ----"-a

Ll 
' (5.35) 

aDij a(V6) , 17 

and 
... A AA A A r= duijDij - (q/6)·V6 + ,fo('8) + 6 (q(lI) )[1/6] 

+ 9 [q(II)]( (1/6) - 1/9) 

(5.36) 

NoticethatEqs. (5.35) and (5.36) are sitnilar to (5.8) 
and (5.9) where q" DUij , and TTij have been replaced, respec­
tively, by :E\f1, dUij' and 11-ij. The subsequent transformations 
and the construction of linear dissipative constitutive laws 
lead formally to the same results as (5.23)-(5.27), and 
hence to the same conclusions. This new formulation allows 
one to treat the case where we have no surface mass density, 
without the ambiguity concerning the definition of the sur­
face energy density. However, we have lost some symmetry 

between the equations obtained in the bulk and at the inter­
face. 

Comparison with previous works: The bulk constitutive 
equations (5.17)-(5.22) are exactly the same as the ones 
derived in Eqs. (10.24.5 )-( 10.24.8) and (10.24.13) and 
(10.24.14) of Ref. 6, while the surface dissipative equations 
(5.23)-(5.27) generalize the expressions obtained for a 
purely mechanical interface with no mass transfer in Ref. 4. 

Indeed, ifwe disregard electromagnetic effects and mass 
transfer (m = 0, i.e., v(~) = von = v(ln ), which would be 
the case of an immiscible single-component nonelectromag­
netic fluid, the dissipative part of the Clausius-Duhem in­
equality at the interface reduces to 

d. A A It. 

r=OUijaDij - (q/6)·V6 + (a(II»tJm o[V]tJm 

+ [a(II)]tJm o( (v) - v)tJm + duDkk 
+ 9 (qon )[1/6] + 9[q(II)]( (l/6) - 1/9);;;.0. (5.37) 

where we have set 

(5.38) 

and 

a(li) =a-n . 
On setting up linear relations between the fluxes and 

thermodynamical forces occurring in the entropy produc­
tion (5.37) we get 

and 

d A :E ~ 
Uij = 2 /LaDij , (5.39) 

- q = l:KIV9 + l:K2[v]tan + l:K3 ( (v) - v)tan , 

( )
:E 1: AA 1: A 

a(lI) tan = al[v]tan + a2V6 + a 3( (V) - V)tJm , 

(5.40) 
[ l: ( A l: AA l: 
a(li) ltan = PI ( V) - V)tJm + 132 V6 + P3 [V)tan , 

dU = l:klVov + l:k2[1/6) + I.k3( (1/6) - 1/9) , 

(qol» = l:/1[1/6] + l:/2Vov + l:/3 ( (1/6) - 1/9) , 
(5.41) 

l: ( A l: AA l: [q(lId = m l( 1/6) -1/6) + m2Vov+ m3[1/6). 

On account of (5.39)-(5.41), Eq. (5.37) yields 

A A l:KI A A 2 l: 2 l: () A l (:EK2 l:) A A 2{i,cPijcPij+T(V6) + al([v)tJm) + P I( v -V)tJm+ T+ a2 ([v)tan oV6) 

+ (:E~3 + :EP2) [( (v) _ v)tan oV9 ] + (:Ea3 + :EP3) [[v]tJm o( (v) - v)tJm] + :Ekl (VoV)2 + :Ell ([1/6»l 

+ :Em I ((!) -~ r + (1:k2 + l:/2) (Vov) [1/6] 

+ (:Ek3 + :Em2 )(Vov)( (1/6) - 1/9) + (:E/3 + :Em3)[1/6]( (1/6) - 1/9);;;.0. (5.42) 

This inequality must be invarient under time reversal. 
Since the quantities [v), (v) - V, and Vov are odd under 

a change oftime direction and V9, [1/6), and (1/6 ) - 1/9 
are even, we can easily notice that we must have the follow­
ing restrictions: 
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:Ekl = - :Ell, 1:k3 = - 1:m2 . 
(5.43) 

Other restrictions that we do not develop here are im­
posed through Eq. (5.42), more particularly on the sign of 
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the scalar coefficients. At this point it is interesting to notice 
that Eqs. (5.39)-(5.41) subject to (5.43) are exactly the 
same as the one derived in Ref. 7. 

Notice that if we neglect surface tension and surface 
forces (uij = 0,); = 0) in the present case the surface equa­
tion of motion reduces to the usual jump relation 

[qij]nj = 0 (5.44) 

and the third equation of (5.40) may be written as 

v= (v) + (1/~f31)Pf32VO + ~f33[VJ). (5.45) 

Since von = v(~) and the terms within the curly brack­
ets are linear in the thetmodynamic forces and therefore 
small close to eqUilibrium, at a zeroth-order approximation 
one may therefore use 

v = (v) . (5.46) 

This justifies the choice (5.46) in some particular situa­
tions. By the way, if we consider the electromagnetic case 
with the above-mentioned simplifications that lead to (5.44) 
we obtain from the equation of motion at l:, 

[tij + tij + G;vj]n] = 0, (5.47) 

so that 

[:rrOil]-(v) -v) = -q,(~H(v) -v) (5.48) 

and the Clausius-Duhem inequality (5.31) transforms to 

(
d ~'II ~ dO ) ~ A A A A - - + 7J - + (U .. - IJ!P;, )Dc - ( q/O)oVO dt dt IJ • Y 

+ 0 (qUI) )[1/0] + 0 [qul)]( (1/0) - 1/0) 

+ (T1'(1I) )-[v] + (~)tan°~ ,/">0, (5.49) 

where 

~,/" = j' - q,( (v) - v) = J - q,(v) . (5.50) 

We easily notice that Eq. (5.46) is included naturally in 
the Clausius-Duhem inequality (5.49), through the defini­
tion (5.50). This proves the validity of the approximation 
(5.46), for electromagnetic phenomena, this time, and di­
rectly from the Clausius-Duhem ineqUality and not bor­
rowed from thermodynamical arguments through linear 
laws. 

APPENDIX A: EFFECTIVE LORENTZ FORCE, 
PONDEROMOTIVE FORCE, AND ENERGY OF 
ELECTROMAGNETIC FORCES IN THE PRESENCE OF A 
SINGULAR SURFACE 
10 Before evaluating the electromagnetic forces and 
their energy It 18 necessary to Introduce the following 
Identities, definitions, and mathematical properties 

(i) On account of (3.5), (3.lO), (3.18), (3.29), and 
(3.30) and after some calculations we obtain the following 
identities: 

q,E + (1/e) JXB=q,~ + (1/e),/"XB , 

q,(E) + (lIe) JX (B) =q,j> + (l1e)j'X (B) , 

tfHE + (l1e)JeIf"XB=~~ + (lIe) ,/"eIf"XB , 

qeff(E) + (l1e)JeIf"X (B) =qeffj> + (lIe) )"eIf"X(B), 

(Al) 

(A2) 

(A3) 

(A4) 
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and 

[q,E + (lie) JXB]ov 

= [q,~ + (llc) /XB]oVE JoE - /o~ , (A5) 

[q,(E) + (llc) JX(B) ]ov 

= [q,j> + (lie) )"X (B)] °v= Jo(E) - j'oj> , 
(A6) 

where j> has been defined by 

j> = (E) + (l1c)vX(B). (A7) 

It is useful to notice the following correspondence between 
quantities in the bulk and at the interface: 

A J JA tr e- elf" AeIf" JeIf" JA elf" q, ..... q" .....,,/ ..... ,,, q ..... q, ....., 

/eff ..... )"eff, v ..... V, B ..... (B), E ..... (E) . (A8) 

(ii) Some mathematical properties are as follows: 

(AXB)o(CXO) = (AoC)(B-O) - (AoO)(BoC) , 

and 

(AXB) XC = (AoC)B - (BoC)A , 

AX (BXC) = (AoC)B - (AoB)C, 

(AXB)oC = Ao(BXC) , 

(ajbJ = [aJ(b) + (aj)[bj ], 

(ajbj ) = (a;) (bj ) + ! [a j Ubj] , 

(A9) 

[a;bjed = [a;](bj)(ek) + (a;)[bj](ek ) (AlO) 

+ (a;) (bj)[ed + Ua;][bj][ed, 

(ajbjek ) = + !{(a;)[bj][ed + [aj](bj)[ed 

+ [a;][bj](ek )} + (aj)(bj)(ek )· 

2. Effective Lorentz force 

(i) The expression for the effective Lorentz force in the 
bulk (reminder) [see Eq. (3.16), Ref. 5) is 

. JaG elf"ao 1 e-eIf" B 
L fEdlv, --=q @ +-,/ X , at e 

(All) 

with 

t: = E;Ej + B;Bj - !(E2 + B2)6ij' G = (1/e)EXB. 
(A12) 

(ii) We evaluate the effective Lorentz force at the inter­
face. On account of Maxwell's equations at the interface of 
Eq. (A7) and the first equation of (AlO) and after some 
long and rather tricky calculations, we obtain 

L)=[~ + G®v]oo = qelf"j> + (lIe) )"eIf"X(B) . (A13) 

3. Expression of the ponderomotlve force In the bulk 
and at the Interface 

On account of (A 11) and (A 13) and ofthe identities 

fem = L f + div'tem, femE L f + (iem)oo, 

where 

tft = ~; ~ - vIIjB] + ..AoMy , 

we are led to 

fem = qelf"~ + (1/e) ( ,/"elf" - eVx..A) XB 

+ dive ~ ®P) + (VB)o..A , 
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fem = qelf~ + (l!c)( )relf - cox[vIt)) x (B) 

+ [if ® P)oo + « vIt)o[B)o , (A17) 

or equivalently 

fem = qelfE + (lIc) (Jeff - cVXM) XB 

+ div(E ® P) + (VB)oM + Rfem , (A18) 

fern = qelf(E) + (l/c)(jelf - c1zX[M)) X (B) 

+ [E ® P]oo + «M)o[B])o + Rfem , (A19) 

with 

Rfem = (l!c)div{(vXB) ® P - (VXP) ® B 

+ [(vXP)oB]I} , 

Rfem = (lIc)[(vXB) ® P - (vXP) ®B 

+ [(vXP)oB]I]oo . 

(A20) 

(A2l) 

Remarks: (a) Note that Eqs. (AI6) and (A17), where 
the electric field, the effective current, and magnetization are 
expressed in the comoving frame Rc (X,t) , are more conven­
ient to deal with than the equivalent Eqs. (A 18) and (A 19) 
where the above-mentioned fields are expressed in the Gali­
leanframeRo . Thisjustifiestheuseof(A16) and (A17) in 
the present paper instead of (A18) and (A19). 

(b) It is easy to notice that Eqs. (A 11 ), (A l3 ), and 
(A16)-(A21) do not violate the correspondences given in 
(A8), so we have an absolute symmetry between the bulk 
and the interface. 

(c) If we decompose the effective quantities and com­
bine them with t fir in Eqs. (A 14) we obtain 

... 
fem = qr if + (lIc)( f + P)XB 

+ (poV) if + (VB)ovlt , (A22) 

i em = qr~ + (l/c)( )r + oX [PX (v - v)]) X (B) 

+ [ ifJ( (P)oo) 

+ «vIt)o[B»o + 6([P]00) , (A23) 

with 

6 = ( if) - ~ = (l/c)( (v - v) XB) 

= (l/c){( (v) - v) X(B) + Uv]X [B]} . (A24) 

Equations (A22) and (A23) show the existence of add i­
tional terms at the interface, which vanish only if v = V. 
Hence, in general, the absolute symmetry is lost, and this will 
complicate the evaluation of the electromagnetic energy 
identity, as will be noticed later on. 

4. Energy of electromagnetic forces 

We consider the case where the electric quadrupoles are 
neglected as well as surface polarization and magnetization. 
The calculation follows the same line as the much simpler 
one performed in the previous section or Refs. 5 and 6. This 
cannot be reproduced because of lack of space. 

On account of (A9), (AW), (AI4), and Maxwell's 
equations, it is possible to evaluate the right-hand side of the 
following equation [obtained in Ref. 5 from Eqs. (3.58) with 
a notation similar to that used in (4.2)] 
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(L rv + felfoif)" == [(t: + GjVj )Vj - c2 f!J j 

- !(E2 + B2)(Vj - Vj )]nj . (A25) 

After long and rather tricky calculations we obtain 

(LrV+ f elfoif )" =Lfv+)relfo(if)+r, (A26) 

with 

r= [Gjvj(v j -Vj) -2{(E- (if»jE[i(v-V)jJ 

+ (B - (81J) )jB[i(v - v)jJ}]nj , (A27a) 

or equivalently 
r = [(Voo)Gj - 2{(E - (if»[injJE/ 

+ (B - (81J»[in jJBJ)(vj - Vj )] , 

where we have used the following property: 

(A27b) 

[Aj (B)] = [Ad (Bj )<=>[ (B)] = 0, «B» == (B) . 

(A27c) 

Noting that 

(Ej - ifj )Ej = (Bj - f!lJ j )Bj = G-v, 

(Ej - ~j)Vj = (Bj - f!lJj)Vj =0, 

and 

{Vj - vJ{(E/ - ~j)Ej + (Bj - 81Jj)Bj } 

= (l/c){ - (vXB)jEj + (vXE)/B){vj - vJ 
= - (2!c)(vxv)jE[iBjJ , (A27d) 

we are led to 

r = 2{[ ( ! GjVj - G-vl5ij )(vj - vj ) 

- (l/c)(vxv)E[iBiJ]nj + (Ej(vj - Vj» 

X [~[injJ] + (Bj (Vj - Vj »[ f!lJ (injJ]) , (A27e) 

or equivalently, 

r=Kj«vj ) - Vj) +L/[v;] , (A27f) 

with 

K j = [Kij Jnj + (Ej)[ if [jni]] + (Bj )[ f!lJ [jni]] , 

L j = (Kij)nj + 1 {[Ej][if[jni]] + [Bj ][ f!lJ[jni]]} , 

Kij = GjVj - 2G-vl5ij (A27g) 

+ (l!c){(vXE)jBj - (vXB)tEj}' 

We easily notice that r vanishes for v = V. 
Now if we combine (A25) and (A26) with the Eq. 

(4.8) of Ref. 5, 

mem==[Uijm + GjVj)Vj - Y j - !(E2 + B2)(Vj - vj)Jnj , 
(A28) 

we get 

mem = L iov + )relfo(if) + (tijm Vj + c( ifxvIt)j]nj + r. 
(A29) 

On account of (A 14) and (3.25), Eq. (A29) transforms 
to 

mem = femov + )ro( if) 

+ ( ~){oX[PX (v - v)]} + c(vIt)o(oX[ ~j) 

+ (tit)[vj]nj + r + [1itJ< (vj ) - Vj )nj • (A30) 
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Notice the analogy with the following volume equations 
[(3.42) and (3.41) of Ref. 5J: 

OJern = L fov + feffo~ + (iijv; + c( ~Xvll»).j , 

(A31) 

and 

(A32) 

Expressing VX~ and nx[ ~] with the help of (3.12) 
and (3.23), decomposing v;,) and (v;)n) into symmetric and 
skew symmetric parts, introducing the vorticity vector 
(/) =! Vxv and its surface counterpart ;;, = !iiX[v], and 
taking account of (3.22) of Ref. 4, we obtain 

and 

OJan = fanov + can"(/) + ph em 

o>em = femov + (cem>o;;' + (ph em)' 

+ r+ [tijJ( (V;) - Vi )1t} , 

where 

'" '" -ph em = f'~ + ~op -vIIoB + VU,})tij, 

(ph em)' = )"o(~} + (~)o{iiX[PX (v - v)]} 

(A33) 

(A34) 

(A35) 

- (vII)o{oX[BX (v - v)j) + [V(I]1tj) (i':t> . 
(A36) 

Thus OJem and o>ern are made of the powers developed by 
the ponderomotive force and couple, of a volume and surface 
contributions ph em and (ph em)', which result solely from 
the fact that the material is assumed to be electrically polar­
ized, magnetized, and is a conductor, and of additional sur­
face terms which vanish for v = v. 

Another useful form may be obtained on decomposing 

'" '" P, B, and introducing P = {Ylf. After many manipulations 
we are led to 

d-rr dB OJem = fern.v + f'~ + p~' - - vIIo -, (A37) 
dt dt 

o>em = fernov + /o<~) + <~)o[P(v} - v)]nj 

+ [~iHP/vj - vj»nj - [vlljJ(Bj(vi - vi»nj 

+ (vIIJo(B(v) - vj ) )n} + r , (A38) 

or equivalently 

£Vem = fern.v + /o(~} +Xj «v) - Vi) + Yi[vi ), (A39) 

with 

X; =K, +Xi}n}, Y, =L; + Yi}nj' 

Xi} = «~HPJ + [JtJo(B) )t5i} + I~;](P;) - [vII;HB}} , 

~J = «~)o(P) + HvIt)o(B])t5i} + U~;](P;J . (A40) 

An alternate expression of o>em may be obtained, directly 
from Eq. (A28), which, on account of Maxwell's equations 
and (A13) and (A14), leads to 
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o>em = fernov + )"o( ~ > - 1: ydoo + [(t ij + GIv) )( Vi - Vi) 

- !(E2 + B2)(V) - Vj )In] , (A4l) 

with 

:tYdoii = [Y)oii + )"o(~) (A42) 

and 

:tYj = (~)X[DX(v - v)])} + (K)X(BX(v - v»))} 

(A43a) 

with 

1: Y~ = (~;)Dj = (K;}Bj - «~)'D + (K).B)t5u . 

(A43b) 

The superscript d stands for dielectric, since, in the ab­
sence of conduction ()" = 0) I. yd reduces to the jump of 
Poynting's vectors. It is easy to notice that for a material 
surface (v=v = v), 0) I.Ydvanishesand -IY).iiisnoth­
ing but the Joule eWect at the interface and (li) the various 
expressions of mem reduce to 

o>em = fem·v + /.<~} . (A44) 

The decomposition of (A4l)-(A44) allows one to 
write 

0>- = femov + /.(~> + ([tijm + GjVj -! (E2 + B2)t5ii l 

Xn) -MYtH(vt ) -Vt) 

+ «tij+GA _!(E2+ B2)t5i}}nj _Jyt)[vt], 

(A45) 

where we have set 

MYj = +qf(~j) - «~)'[D] + (K)-[B])n l • 

(A46) 

JYj = + {(o'(D»(~i) - (ii'(B»(K)} 

- «~HD) + (K)o(B) )n l • (A47) 

Equations (A26) with (A27f), (A39), and (A45) give 
directly the expressions required for the treatment of dissipa­
tive constitutive equations and they allow one to consider 
easily particular cases such as the absence of mass transfer, 
in which case we may assume v = (v) in a first approxima­
tion (see Ref. 7) while [v] :;60. 

Before ending this appendix let us notice that the combi­
nation of (A28) with (3.54) of Ref. 5 leads to the electro­
magnetic energy written in the Galilean frame as follows: 

o>em = (v-o)H(E2 + B2)] - [S - v(EoP)j.ii. (A48) 

After many calculations, using Maxwell's equations in 
Ro we are led to 

£vem = j.(E) - «E)·[PJ- (M)o[B])(voo) 

(A49) 

Equations (A48) and (A49) are the surface counter 
parts of the following volume equations obtained in Ref. 5: 

and 

OJern = _ ~..!. (E2 + B2) - Vo[S - v(EoP)] (ASO) at 2 
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wern = J.E + E. ap _ M. aB + {(Eep)v}, (A5t) 
at at 1 ,I 

Equation (A49) may be of interest to deal with in the 
case of a fixed surface v = 0; hence we obtain 

mem = je(E) + [Eep](vHl + (E·p)[v]eO . (A52) 
On using the identity (A6), we obtain an alternate form 

for mem, related to y.fJ instead of y. (,ll), and to fern·v 
through [q[fJ + (l1c)YX (B) J·v when we account for 
(A23). 

APPENDIX B: ELECTROMAGNETIC ENERGY IDENTITY 
IN THE PRESENCE OF A SINGULAR SURFACE 

The aim of this appendix is the evaluation of the electro­
magnetic energy identity when the medium is spanned by a 
discontinuity surface. We shall show the power developed by 
surface electromagnetic forces and account explicitly for the 
Joule effect in the same way as in the bulk. We recall that we 
consider neither surface polarization nor surface magnetiza­
tion. To that purpose, let us write the following identity: 

!!.. r J... (E l +B2)dv 
dt JD-l£ 2 

= _ r (fernev + p~e dTr _ Jle dB + f'~) dv 
JD.l£ dt dt 

- r (Yj - (t ':t + GjVj )vi lnjda 
JaD-l£ 

- L [(tit + Glv) )Vi -! (E2 + B2) 

X (Vj - Vj) - Yj]nj da, (Bl) 

which is obtained on combining (A37) and (4.5) of Ref. 5, 
and accounting for v·o = veo. 

On account of (Bl), the second equation of (4.18), 
(4.14), (4.22), (4.23), and (2.14) and the transport theo­
rems we can write 

!!.. u ern = _ r (fern.v + p~' dTr + pB. dlA- + fe~) 
dt JD-l£ dt dt 

Xdv - f (rrnev + Yen)da 
JaD-l£ 

- L[(tijrn + Glvj - !(E2 + B2 - 2J(eB)8ij) 

X (Vi - Vi) - Yj]nj da. (B2) 

At this point, only volume Maxwell's equations have 
been employed. In order to place in evidence the Joule effect 
at the interface, we use surface Maxwell's equations (3.21) 
and (3.22), thus obtaining the electromagnetic energy iden­
tity as follows [compare with (A41)-(A47) J: 

!!.. u·rn 
dt 

= - r (rmev + p'li. dTr + pB. dlA- + f-~)dv 
JD.l'. dt dt 

- r (T"mev + Y-n)da 
JaD.l£ 
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-L ( fern·v + ye(~) + [rij'(Vi - Vi )Jnj )da, 

(B3) 

with 

r':t = tijrn + G;Vj _ l'. Y~ _ (E2; B2 _ JI.B )8ij, (B4) 

l£y~ = ('lii>Dj + (K;}Bj - «~)'D + (K)-B)8ij . 

(B5) 

APPENDIX C: STATEMENT OF THE PRINCI·PLE OF 
VIRTUAL POWER IN THE PRESENCE OF A SINGULAR 
SURFACE AND INCLUDING ELECTROMAGNETIC 
PHENOMENA 

The principle of virtual power may be extended to ac­
count for electromagnetic phenomena, in the presence of a 
singular surface, by the use of the so-called first gradient 
theory discussed at length for electromagnetic continuous 
media in Ref. 3 and for purely mechanical media presenting 
a singular surface in Ref. 4. In the present approach we con­
sider neither electromagnetic ordering such as in ferromag­
netism or ferroelectricity nor surface polarization and mag­
netization, 

On account of the systematic procedures presented in 
Refs. 3 and 4 and of the above-mentioned restrictions we get 
the following expressions 

'pr - r pr dv - r (l'.pr + pr)da , 
JD-l£ Jl£ 

'P: = i.l'. [,/;vr - tijvtj + P'lii (d;l)* 

+ pBI (d;; )*J dv + LJ;vr da, 

'P~ = r Tlvrda + r Tlurdl, 
JaD-l'. Jal£ 

and 

i ( dVi aGi ) 'P:= p-+-- vrdv 
D-l'. dt at 

+ L(p ~: + [m(vi - Vi) - (V-O)G1J)vr da 

+ r G;VjnjVr da , 
J.'JD-l£ 

where we have set 

pr = uijD: - pLEi (DJ 1T')r - pLBI (DJ p,)r , 

l£Pi = [Yj(vj - Vi)·]' Pi =uijD:, 

and which must satisfy the following statement: 

(Cl) 

(C2) 

(C3) 

(C4) 

(C5) 

(C6) 

'P: = 'pr + tp: + tp~ (C7) 

for any virtual field and any element of volume, surface, and 
line. (The only new point concerning the construction oftP: 
is that when l: coincides with the boundary, [m(v; - Vi) 
- (v-n)Gj ] reduces to Gj Vj nj • This term vanishes only if the 

surface is fixed (v = v = 0).) After use of the generalized 
Stokes' theorem accounting for the presence of discontinuity 
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surface, we are led to the following local equations: 

dv; aGj 

P di + at = (tlj + tij),j + /; in D-l:, (C8) 

(C9) 

(ClO) 

T; = UIj'T'j alongal:, (Cll) 

Y,± = (tlj + tij) ±n} on l:±, uljn} = 0 on 1:, 

(C12) 

LEj+ft',=O, LB,+B,=O inD-l:. (C13) 

On combining (ClO) with (C12) we obtain the more 
conventional form 

A 

A dO, [ A ) 1\ A A A I-Pdi + m(vi - VI) = [tlj + tijm + G1llj]nj + Vplj +J;. 

(C14) 

On using the concept of ponderomotive forces fent and 
fent instead of the electromagnetic tensor t ijm and momen­
tum G, through the volume and surface identities (4.21) and 
( 4.22), we may state the principle of virtual power in a 
simpler but equivalent form. The latter is given by Eqs. ( 4.1 ) 
and (4.4)-(4.7). 

It is easy to notice that the local equations (C8 )-( C 13) 
are exactly the same as (4.27)-( 4.32) combined with (4.21) 
and (4.22). 

APPENDIX D: GENERALIZED DIVERGENCE AND 
TRANSPORT THEOREMS 

3035 

The transport theorems for volumes and surfaces are 

!!..f ;dv=f {d;+;(VoV)}dV 
dt J1).% J1).% dt 

+ l[ ;(v - ,,)joo da, (D1) 

d f ~ da = f {d~ + ~(VoV)} da. 
dt J% J% dt 

(D2) 

The divergence theorems in volume and on a surface are 

f VoA dv + r [A)ooda = f Aonda, (D3) 
JD-% J% JaD-% 
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f (V + 20o)ol da = flo,. dl , 
J% Ja% 

(D4) 

where 

V; = PIj Vi' PIj = 81} - nlnj , 20 = - Voo . (DS) 

We also note that 

~ r ; dv = f a; dv _ r [("oo);]da . (D6) at J1).% JD-% at J% 
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The fermionic and supersymmetric octonionic bimodular representations are constructed. It is 
shown that an octonionic formulation of the fermion leads to an intrinsically ten-dimensional 
world with two independent representations. Consistency conditions for an octonionic 
supersymmetric algebra are also discussed. 

I. INTRODUCTION 

There has been a surge of interest in the superstring the­
ories of unified fundamental interaction. It is well estab­
lished that such theories can be consistently formulated only 
in space-time dimension 10 for superstring theories, so it is of 
considerable interest to understand why this dimension 
should be special. 

In the past few years the association of division algebras 
with supersymmetry for various N and space-time dimen­
sions D has been studied by several authors. I

•
2 Kugo and 

Townsend2 made a systematic study of this problem. They 
showed that the sequence of association D = 3 with real 
numbers, D = 4 with complex numbers, and D = 6 with 
quaternions could be understood by the isomorphism 
SO(2,1) -SL(2;R), SO (3,1) -SL(2;C), and SO (5,1) 

-SL(2;H), where SO (s,t) is the universal group of the 
Lorentz group. For octonians, however, no such association 
exists as the algebra is nonassociative. Although several 
authors2

•3 had anticipated that octonions may be related to 
the interesting case of D = 10, this could not be proved be­
cause of the nonassociativity of the octonions. In this paper 
we attempt to prove this association. We get around the 
problems of nonassociativity by using an alternative bimo­
dular representation for octonions. The plan of the paper is 
as follows. We first present the octonionic bimodules. This 
formulation is then used to study (1) fermions and (2) the 
supersymmetric representation, which is valid under certain 
constraints on the octonionic Grassman number. This may 
provide a natural prescription for compactification along 
certain octonionic direction. 

We introduce an octonion 

a = arf!o + aIel + ... + a..,e7=arf!o + aiei , (1) 

where the algebra of the octonion units is given by 

erf!i = eieO = eo (2) 

eiej = - oij + Eijkek' 

To completely specify the algebra we need to give the 
cycles for which the antisymmetric Eijk = + 1. There are 
eight possible variations available; we use for definiteness 
Cayley's original variant, withEijk = + 1 for (ijk) = (123), 
(145), (176), (246), (257), (347), and (365). Note that 
the algebra (2) implies that multiplication is nonassociative. 

We define octonionic conjugation as the involution 

It follows that 

aa=aa=a~ +a~ +a~ + ... +a;=laI 2
, (3) 

where the quantity lal is called the norm ofa. Clearly 101 = 0 
if, and only if, a = O. As a consequence we may define the 
multiplicative inverse of a: 

a-I = a/lal, 0#0. (4) 

With the properties of the norm given above, and the 
result lab 1= 101 ·Ib I, theoctonions forma division algebra. 
In fact, they are the most general such algebra, the others 
being the reals, the complex numbers, and Hamilton's qua­
ternions. 

We must be careful in defining division over the octon­
ions. We define x to be the left quotient of a divided by b if 
bx = a, and write x = b /a. Similarly we define a right quo­
tient by x = a/b if x satisfies a = xb. In general the left quo­
tient of two octonions will not equal the right quotient. The 
associator of three octonions is defined by 

{a,b,c} = (ab)e - a(be). (5) 

With this definition we can write down left and right 
division tables for the octonionic units eO,ei • From these ta­
bles we can extract two sets of 8 X 8 matrices which together 
form the bimodule representation of the octonions.4

•
s 

From the left division algebra we get the set 

C~U, 0 0 0) -iu2 0 0 
L 1 = 

0 -iu2 o ' 0 

0 0 0 iU2 

C 
-U3 0 

-:u.). 
U 3 0 0 

L2 = ~ 0 0 

0 U o 

L'~(~' 
-U1 0 

o ) 0 0 0 

0 0 
. , 

-~U2 
0 - iU2 

L,~e 
0 -U3 :0) 0 0 

U3 0 0 o ' 
0 -Uo 0 0 

(6a) 
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L,=e 
0 -Ut 

~,) 0 0 

Ut 0 0 o ' 
0 iU2 0 0 

L'=(~ 
0 0 

-oU") 0 -U3 

U 3 0 o ' 
Uo 0 0 0 

0 0 0 
-oUT') 

( 0 
0 -Ut L,= 

0 o ' 
-~U2 

U t 

0 0 0 

L o=l. 

The U matrices are the familiar Pauli matrices 

Uo = (~ ~), u t = (~ ~) , 
(6b) 

U2 = e ~ '), U3 = (~ ~ J . 
There is a similar representation for the R matrices. To­

gether they satisfy the relations 

{L;,Lj} = - Uij Lo, 

{R/,Rj} = - Uij Ro, (6c) 

R; Rj +Lj L; = C~(L/ +R/), 

where i,j,1 = 1,2, ... ,7 and C~ are structure constants. 
It is amusing to note that 

det(aoLo + aiL;) = lal8 = (a~ + a~ + ... + a~ )4 

and, since the L; matrices are orthogonal, we see explicitly 
how the octonions are related to the group SOC 8).2.4 

II. THE FERMIONS 

To derive our Dirac matrices we introduce two octon­
ionic spinors 

(7) 

In lower dimensions over the other division algebras 
these correspond to chiral and antichiral spinors, respective­
ly.2 Note that X = Et/J, with 

E= (0 1) 
-1 O· 

We form the product 

a~) == (Vo + V9 
bb V 

V)-v I' 
Va-V. = I'y, 

where V = Vteo + V2e1 + ... + Vse, and Va' V9 are real. We 
thus obtain a ten-dimensional space with the set of matrices 
given by 
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(~ - e.) (1 0) 
0" 0 _ 1 ' i = 1,2, ... ,7. (8a) 

Similarly, setting XX+ == VI' Y I' we obtain 

_ (1 yl' = 0 -1) 
o ' 

e;) (- 1 
0' 0 ~) . (8b) 

The sets yl',y'"' are the ten-dimensional analog of u,",,"jjl' in 
four dimensions.2 It is easily checked that 

y'"'yV + yVy'"' = y'"'yV + Vy'"' = 21fvl, 

where 

{ 
+ 1, P, = 'V = 0, 

1fv = - 1, P, = 'V:;c0, 
0, otherwise. 

(8c) 

If we now substitute theL;fortheel in y'"',y'"' we obtain 
two sets of 16X 16 m!ltrices which we use to write our Dirac 
set of 32 X 32 matrices: 

By virtue of (8) these satisfy 

r'"'rv + rvr'"' = 21fvl, 

and hence 

tr(r'"'p) = 321fv. 

(9) 

( 10) 

Of course, there is another set, obtained by replacing e; 
by R;, which also obey the Dirac algebra ( 10). We now tum 
to some simple applications of the set defined in (9). 

We write the Dirac equation as 

(ir'"' a,", - m)qt = 0, 

with II' a 32-component complex spinor. 
The matrices representing P, C, and T are obtained in 

the same manner as those in four dimensions, with the 
proviso that complex conjugation be replaced by octonionic 
conjugation, and that this process takes L;-+ - L;. We then 
obtain (up to phases) : 

p=ro, 
c=rOr1r9, (11) 

T= rOr2r3~r5r6r7r8. 

We also have the generalization of r in D = 4: 

r ll = rOrl ... r9 = (~ ~ 1) , 
and we can therefore form helicity projection operators 

P± =!(l±rll ). 
To illustrate some ofthis consider the rest frame Dirac 

equation in momentum space: 
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(j - m)1{1 = o. (12) 

Sincepi' = (E;O, ... ,O) in the rest frame, (12) becomes 

E ) 1{1 = O. 
-m 

The solutions of ( 13) are 

(13) 

(i) E= +m: \II+=(~); rO\ll+=(+I)\II+, 

(il) E = - m: \11- = C~ ~J; ro\ll_ = ( - 1)\11_. 

We see that particle and antiparticle solutions have the 
opposite parity. Similar applications may be demonstrated 
in analogy with the well-known four-dimensional Dirac the­
ory. 

III. SUPERSYMMETRY 

We show here that in constructing the simplest ten-di­
mensional supersymmetry, an on-shell model with one oc­
tonionic scalar field, and an octonionic spinor, we encounter 
an intriguing result-the supersymmetry parameters cannot 
be the most general type of octonions. 

We begin with the ten-dimensional representations Eqs. 
(8a)-(8c) whereej_Lj (andR j) fori = 1, ... ,7. The action 
is given by 

s= f dlOxTr{-A*OA+iA +ii .. 1}, (14) 

where A is an octonionic scalar field, A. is an octonionic 
spinor, and the differential operators are given by 
(p = 1 - to) 

01 =ii=ii=aJl-aJl-' 

i=rJl-aJl-' 
i=1'Jl-aw 

The on-shell field equations are 

OA=iA. =0. 

And the symmetry transformations are 

lJA = €+A., 

lJA. = - irJl-€aJl-A, 
where 

(15) 

(16) 

(17) 

is an octonionic spinor with a = ejaj and b = ejbj and a j and 
bj are complex Grassmann numbers. It should be noted that 
in general C = 0 for complex Grassmann numbers, €4 = 0 
for quaternionic Grassmann numbers, and ~ = 0 for octon­
ionic Grassmann numbers. 

The commutator of two supersymmetric transforma­
tions on A is given by (in the notation of Ref. 2): 

[lJ!,lJ2 ]A = 2gu aa A, 

with 

ga = (i/2)(€tya€2 - €2+ya€!). (18) 
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It can be shown by direction calculation that g a is not an 
octonion-that is, all but the coefficient of eo in g a vanish; 
for definiteness we take 

The commutator of two supersymmetric transformations on 
A. yields 

(19) 

In the D = 6 case with quaternionic fields the identity 

€2€t - €!€l = - iga1'a (20) 
can be used to close the algebra.2 In our D = 10 case the 
identity (20) holds if, and only if, 

(aid) -aj d j ) =0, i#=i= 1,2, ... ,7. (21) 

We now discuss two types of cases where the above condi­
tions are satisfied: 

(a) The octonionic entries in the € spinors choose a 
"special" direction in the octonionic space. For definiteness 
we take the e, direction and demanding that the entries of E 

are of the form 

_ (aoeo + a~,) _ (Coeo + c,e,) 
€! - , €2 - , 

boeo + b~, doeo + d,e, 
(22) 

leads to a closed algebra on shell, as Eq. (20) is finally satis­
fied. It is amusing to note that as supersymmetry chooses an 
octonionic direction one can split octonions along this direc­
tion, i.e., 

Uj = !(ej + iej + 3)' U! = !(eJ - ieJ+ 3)' i = 1,2,3, 

Uo = ~(eo + Ie,), u~ = ~(1 - Ie,). (23) 

This gives us a natural prescription of compactification 
along e, direction. 

(b) The other way to close the on-shell algebra Eqs. 
( 19) and (20) is to write the supersymmetric transforma­
tions as 

For these truncated €'S, g v = 0 if v#=O,9. This give us 

- igv1'v =!( - ic + &)(1'0 + 1'9)' 

From Eqs. (8a) and (8b) we have 

1 (_ _) (1 2" rO+r9 = 0 ~) . 
And Eq. (20) is satisfied: 

(25) 

(26) 

These types of solutions have recently been studied by Ad­
ler,6 in connection with the quaternionic field theories. 

Finally, we note that if we start with an octonionic vec­
tor and follow a procedure as in Eqs. (8a) and (8b), we find 
this is associated with a 26-dimensional space via Jordan 
matrices [M; with Tr(M) = 1].' 
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The anomalies in exceptional-type supersymmetric nonlinear u models are investigated. The 
cohomology rings of KIDder manifolds E~Spin( 10) xU ( 1 ), E,/SU (5) X SU (3) xU ( 1 ), and 
E8/S0(10) XSU(3) xU(1) and the Chern classes of the tangent'bundles of these manifolds 
are calculated explicitly. It is shown that the E~Spin( 10) XU( 1) model is anomaly-free but 
the E,/SU(5) XSU(3) XU( 1) and Es/SO( 10) XSU(3) XU(I) models are anomalous. 

I. INTRODUCTION 

Supersymmetric nonlinear u models based on excep­
tional groups 1-3 have some interesting properties especially 
in that they can accommodate quarks and leptons required 
in the standard GUT models as quasi-Nambu-Goldstone 
fermions4 in a quite natural manner. In fact, it can be shown 
group theoretical1yl-4 that the nonlinear realizations on 
Kahler manifolds E~Spin( 10) xU ( 1), E,/SU (5) X SU (3) 
xU(1), and Es/S0(10)XSU(3)XU(l) admit, respec­
tively, one, three, and four familiess of quarks and leptons. 
The closed forms of Lagrangians also have been derived re­
cently.I-3 So, it is worthwhile to investigate them in more 
detail as to whether they are good candidates for realistic 
models at least as effective theories at GUT level. 

Recently it was shown by Moore and Nelson6 that sever­
al nonlinear u models with Weyl fermions suffer from a cer­
tain anomaly analogous to that of non-Abelian gauge theor­
ies. If the models of the except~onal type we are considering 
contain this anomaly, they are unsuitable for describing dy­
namics even as effective theories, because the anomaly 
makes the theories ill-defined dynamically. 

In this paper it will be shown that the anomaly pointed 
out by Moore and Nelson does not exist in the E~ 
Spin (10) xU (1 ) model but does exist in the E7/ 
SU(5) XSU(3) XU(l) and Eg/S0(10) XSU(3) xU(1) 
models. As was clarified by Moore and Nelson,6 this kind of 
anomaly originates from the nontrivial topology of the space 
of mappings from the space-time to the coset space G I H in 
which the scalar fields take their values. In four-dimensional 
space-time and with Weyl fermions, as was pointed out by 
Zumino,7 supersymmetry requires the coset space G / H to 
admit a complex (Kahler) structure (the choice of a com­
plex structure is determined by the fermion representation). 
This designates one complex structure on the tangent bundle 
T( G / H). By the Atiyah-Singer family index theorem, g the 
anomaly is related to the characteristic class of T( G / H) . 
The result of Ref. 6 is 

Anomaly= ( ~"'ch3(T(G/H»), (1.1) 
JS'x(space-timel 

where~: S2X (space-time) -G /H and ~ ... is the pullback 
induced by ~. In Sec. II, we briefly review this anomaly and 
also interpret it relating to the group cocycle introduced by 
Faddeev9 in the study of the non-Abelian gauge anomaly. 

Our motivation as physicists lies in the investigation of 
whether there is an anomaly in supersymmetric nonlinear u 
models based on the Ertype group, but our main task is a 
purely mathematical one; to calculate ch3( T( G / H»), an ele­
ment of H 6 (G / H), and to evaluate its pullback toH 6( space­
timeXS 2

). 

So, let us roughly outline our way of doing mathematics. 
Our calculation of ch3( T( G / H») is essentially based on the 
general work of Borello and Borel and Hirzenbruch. II In this 
paper we will do, at every stage of our investigation, some 
necessary and introductory review of their work. After that 
we will present our results of the calculation. 

When a 2n-dimensional real manifold G / H admits a 
complex structure (it is in our case) , its tangent space at any 
point can be seen as an n-dimensional complex vector space. 
The subgroup H of G acts on G / H as an isotropy group and 
on tangent space as a linear unitary transformation. This is 
called a linear unitary isotropy representation of H which we 
denote 

LC: H ..... li C U(n). ( 1.2) 

It is proved in Ref. 11 that the Chern class of the tangent 
bundle T(G /H) is equivalent to that of a principal U(n) 
bundle over G IH, which is induced, by the map Lc: H -li, 
from the bundle 1/ (total space G, base space G / H, structure 
group H) and is denoted by 1/c. The Chern class of the bun­
dle 1/c is given by a certain pullback of that of the universal 
U (n) bundle. The authors of Ref. 11 analyze the nature of 
some relevant bundle mappings and pullbacks induced by 
them, and finally conclude 

c(T(G /H») = c(1/c) 

n ::::: n (1 + Wj ) , mod I + ( G) , ( 1.3 ) 
j= I 

where Wj (j = I-n) are the so-called "complementary 
roots" and I +(G) is the ring ofWeyl invariant polynomi­
als 12 of the root of G without the constant term. 

The complementary roots are the roots of G that charac­
terize a G-invariant complex structure on G I H. We regard a 
2n-dimensional real manifold G IH as an n-dimensional 
complex manifold by identifying G IH with G C /P, where 
G c is the complexification of G obtained by complexifying 
the Lie algebra of G and P is a closed subgroup of G c such 
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that P n G = H. Then, the· complementary roots are such 
that 

{all roots of G} - {roots relevant to P}; 

they are the weights of the linear isotropy unitary represen­
tationofH. 

Thus our task is to calculate the complementary roots 
and find I + (G), both represented in a suitable manner con­
veniently to evaluate the pullback of c(T(G IH») to S2 
X (space-time). 

The construction of the sections are as follows. In Sec. 
III, we present the roots and invariant polynomials12 of the 
Weyl groups for the Lie algebras of E/ for G and those of A/ 
andD/ for H. In Sec. IV, we calculate the cohomology rings 
of G I H (G = E/ ). We represent them by several sets of co­
ordinates of the maximal torus, which are suited to see the 
manifest invariance under the Weyl group of H. This para'­
metrization is necessary to evaluate the pullback of the 
Chern character of T(G IH), which will be done finally in 
Sec. VII. In Sec. V, the complementary roots Wj for E/IH 
are calculated, with the introduction to complex structure. 
In Sec. VI, Eq. (1.3), especially ch3(T(G IH», is calculated 
using the results of Secs. III and V, with a brief review of the 
relevant part of Ref. 11. Finally in Sec. VII the pullback of 
the Chern character into H * (S 2 X space-time) is evaluated 
using the homotopy argument and the presence or absence 
of the anomaly is concluded to each model with some phys­
ical considerations. In the Appendix the roots of Ef are giv­
en, from which the roots of Ef and Ef are easily derived. 13 

II. ANOMALY 

Before detailed discussions of the anomalies· in excep­
tional type nonlinear q models, we briefly describe the gener­
alities of the anomaly in a nonlinear q model following Ref. 
6. Let Map (X,G IH) be the set of differentiable mappings 
from the space.timeX, which we suppose to be compactified 
toS 4, to a homogeneous space G I H admitting some complex 
structure where G is a compact Lie group and H some sub­
group of G. Here Map (X,G I H) becomes a topological space 
with the appropriate topology. Given a t:peMap(X,G IH), 
the coordinates {y'} of G I H are related to the coordinates 
{x"} of X, i.e., the image points of;xl' are i = t:p i (x), which 
are differentiable functions. 

Let g/j ( y) be the metric tensor of G I H. The q model 
action is then 

(2.1) 

Weyl fermions f/J coupled to the fields t:p i are regarded as 
sections of the tensor product fiber bundle E:- =S ± 

® t:p *( T( G I H»), where S ± are the spin bundles of chirality 
± 1 and t:p *( T( G I H) ) is the pullback of the tangent bundle 
T(GIH). Each q;eMap(X,GIH) gives a Dirac operator 
b",: r(E ",+) -+r(E;) (r denotes the vector space of sec­
tions). In local coordinates 

(»", t/J)i = r"(a" 8~ + r;k (t:p)a" t:p 1r (1 + rs)/2] ~, 
(2.2) 
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where r;k is the Riemann connection of G I H. The invariant 
action for f/JercE: ) is 

Sf= J d 4xg;r '¢J..r=t(»", t/Jy (2.3) 

and the effective action is formally written as 

Z(t:p) = J [d~] [dt/J]exp( -Sf) 

(2.4) 

The result of Ref. 6 is that we should not regard Z (t:p) as 
an ordinary function on Map (X,G IH) and if we stubbornly 
insist on it, the function generally has a singularity. It is a 
section ofthe complex line bundle Lover Map (X,G I H). So 
we must cover Map (X,G IH) by patches {Pa}' and define 
the effective action za(t:p) patchwise: for t:pEpa n PP' 
za(t:p) must be such that 

za(t:p) = gafj(t:p)Z p(t:p), (2.5) 

wheregafj (t:p) is a continuous map 

Pa n pp-+GL(1,C) = C* = C - {o}, (2.6) 

called the transition function. 
Since the structure group GL( I,C) of L is reducible to 

U( 1), we can putgafj (t:p) = eFT a,(",>. Thus we may regard 
Eq. (2.5) as a unitary ray representation of G that acts on 
Map (X,G IH) and a l as a one-cocycle of G, i.e., aleH I 
(Map (X,G IH); C*).9 

For the theory to have a well-defined quantum behav­
ior, Z(t:p) must be an ordinary function on Map (X,G IH), so 
the anomaly is defined as the nontriviality of L, i.e., the non­
vanishing "twist" of L. The twist of L is determ~ed by the 
first-Chern class CI (L) or ai' which is an element of 

H 2(Map(X,GIH); Z) = H1(Map(X,GIH); C*). 
(2.7) 

This equality9 is derived from the exact sequence, 

(2.8) 
inclusion exp 

Thus 

Anomaly = L ch1(L) 

= r ~*(ch3(T(GIH)))A(X), (2.9) Js>xx 
where S 2 is a noncontractible two-sphere imbedded in 
Map (X,G IH), ~ is a mapping S2XX -+G IH, andA(X) is 
the Dirac genus. The last equality comes from the family 
index theorem. 8 Taking X = S4 the above expression be­
comes 

(2.10) 

In the following sections we evaluate this formula using the 
roots ofG. 

III. ROOTS AND INVARIANT POLYNOMIALS OF THE 
WEYLGROUP 

Let Y be the Lie algebra of a semisimple group G with 
the rank I and the dimension b = I + 2m and f) be a Cartan 
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subalgebra of it, i.e., the Lie algebra ofa maximal torus of G. 
The roots of fJ with respect to~, ± al (1 <i<m), define real­
valued linear forms on ~. We have then fJ e, the complexifi­
cation of fJ, and ~e, a Cartan subalgebra of fJ e, such that 
~e n fJ =~. We denote the roots of fJewithrespectto~eby 

± 21T.r=:t al (1<i<m) and choose, as the basis of fJe, 
hlE~e (1 <i</) and e ±; (1 <i<m) satisfying 

[hi,hj ] =0, 

[hi' e ±j] = ± 21T.r=:t aj (hl)e ±)' 
(3.1 ) 

[e _I' e + i] = linear combination of h/s, 
where each Nj•k is a real number that does not vanish if 
aj + ak is a root again. Here fJ is then spanned by hi 

(1<i</), ej +e_ j , and .r=:t(ej -e_J ) (1<j<m) over 
the reals. 

The scalar product on~· (dual space of~) is induced by 
the Killing form (see the Appendix), from now on denoted 
( , ), and the Weyl chamber W is defined by {ye~·1 
(ak,y»O, ak (1<k</) are simple roots}. The Weyl group 
W( G) is generated by 

{qa/lai ( l<i</) are simple roots}, 

(A,a l ) 

qa (A) =A - 2--a" AE~·. 
/ (ai,a l ) 

Especially for a, beroot. qa (b) is a root again. 

(3.2) 

We denote by l( G) the ring of W( G)-invariant polyno-
mialsl2 on ~. with real coefficients. by S( Yit' ... Yn ) the ring 
of symmetric polynomials of y;'s. by Si (Yl' .... Yn) the ith 
elementary symmetric polynomial. We present here some 
results for later use. 

(1) fJ =A/ (/>1), 

Dynkin diagram, 

simple roots, a; = Xi - x i + I (1<;</); 

roots, ± (Xi - Xj ) U=/=j. 1 <i<j<1 + 1). LXi = 0 
i 

(x/s denote the coordinates of the maximal torus) 

q a/ U = 1-1) generate W (SU (/ + 1»). 

where _ means the permutation 

I(A/) = S(xI .... , x/ + I) 

and 

(3.3) 

(3.4) 

(3.5) 

{Si (Xl ..... x/+ I); i = 2-1 + 1} are generators of I(A/). 

(2) fJ =D/(/>4), 

Dynkin diagram, 0-<>0-0-- - - -

simple roots, a i = Xi - Xi + I (1 <i<l- 1). 

a/ =X/_ I +x/; 

roots, ± (Xi +xj ), ± (XI -Xj) (1<i<i</); (3.6) 
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and 

qat (i = 1-1) generate W(SO(2/»). 

qa,: Xl -Xl+ I (1<;<1- 1) 

(3.7) 

I(D/) = S(xL .... X:) x RXIX~3· .. X/. (3.S) 

I(D/) is generated by {SI(xL ... , X;)} (/<;<1-1), S/(x) 
=XIX2··· X/}. 

(3) fJ = Es (see the Appendix). 
a1 a 2 a 3 a 4 as a 6 a 7 

Dynkin diagram. 

simple roots. a l =XI-X/+ I (1<;<7). 

as = X6 + X7 + xs; 
roots. ±(xi-xj ) (1<i<i<9). 

± (x; +Xj +xk ) (1<i<j<k<9). LXI =0; 

qa, (i = l-S) generate WeBs). 
qat: Xl _X;+ I (1<i<7). 

; 

qa : {Xi -X; + !(X6 + X7 + Xg) (1<i<5), 

• Xi -Xi - i(X6 + X7 + Xg) (6<i<S). 

It is knownl2 that/(Eg) is generated by 

{Ii; ; = 2,S.12.14.1S.20.24.30}. 

(3.9) 

(3.10) 

where the index denotes the degree of the polynomial, espe­
cially in our parametrization {xJ, 

(3.11) 

(4) fJ = E,. We may replace the diagram of E, with 
that of Bs when a I is eliminated. 

Dynkin diagram. 

simple roots, a; (; = 2-S); 

roots. ± (Xi - xj ) (2<; < j<S). 

± (Xi +Xj +Xk) (2<i<j<k<S). 

± (X2 +X3 + "'Xs -Xi) (2<i<S); (3.12) 

qat (i = 2-S) generate W(E7 ) and 1(E,) is generatedl2 by 

{Ii; ; = 2,6.S.10.12,14,IS}. 

especially 

12 = R (2 it2 x~ + tt2 Xi y) . (3.13) 

(5) fJ = E6 • We may also replace the diagram with that 
of Bs eliminated by a I and a2' 

Dynkin diagram. 

T. Morlya and Y. Yasui 3042 



                                                                                                                                    

simple roots, ai (i = 3-8); 

roots, ± (Xi -Xj) (3<i<j<8), 

± (Xi +X) +Xk) (3<;<.i<k<8), 

± (x3 +X4 + ···xs); (3.14) 

ua , (i = 3-8) generate W(E6 ) and/(E6 ) is generated 12 by 

{Ii; i = 2,5,6,8,9,12}, 

especially 

12 = R (3 ± xt + (± XI)2). 
1-3 1=3 

(3.15) 

IV. COHOMOLOGY RING OF G/H 

The Chern class c(T( G / H») is an element of the coho­
mology ring H· (G /H). We first determine H· (G / H) for 
the exceptional type G / Hby using roots of G. Let H I (X) be 
the ith cohomology group of X with real coefficients and 
H*(X) be a direct sum ofallH '(X)'S. ThenH·(X) becomes 
a ring under the cup product. A map f: X .... Y indu~ a map 
between cohomology rings, f·: H*(y) .... H*(X). We de-
note a fiber bundle schematically by 

F:" E: B or (E,1T,B,F), (4.1) 

where F, E, and B are the fiber, the total space, and the base 
space, respectively, and ; and 1T are the inclusion and the 
projection. LetHbe a subgroup of G with the same raI1k as G 
and TI = (U ( 1 »)1 be the maximal torus of G (and H). In 
order to evaluate H * (G /H), one may use the cohomology 
ring of the claSsifying space. We d(mote the universal bun­
dles for the groups G, H, and TI by (EG, 1T, BG, G), 
(EH, 1T', BH, H), and (ETI, 1T",BTI, TI), whereBG, BH, 
and BTl are classifying spaces. Since TI acts on EH and EH 
is contractible by the definition, (EH, p, EH /TI, TI) is the 
universal (U(l»)/bundle, i.e.,EH /TI = BTl. One may thus 
consider 

EH 

i lp 
H /Tl--L.EH / Tl =BTI 

;2 ~ p(TI,H) 
G/H • BH 

,p(B,G) 

BG 

(4.2) 

where i l and i2 are inclusions andp,p(TI, H), andp(H,G) 
are projections. It is known 10 that if is surjective, ker(if) 
= Imp·(H,G),p·(H,G), andp*(TI,H) are injective, and 

p·(TI,H)H*(BH) =H*(BTI)W(Hl, (4.3) 

where H*(BTI)W(Hl is the W(H)-invariant subring of 
H * (BTl). Therefore one has from the diagram, 

H*(G/H) =H*(BH)/p·(H, G)H+(BG) 

=p*(TI, H)H*(BH) 

X[p*(T1,H) op·(H,G)H+(BG)]-l 

whereH+(--) =H*(--) -Ho(--). 
For the cohomology rings of TI and BTl one has 

B*(T I) =AR [xl, ... ,xd, xleHl(TI), (4.5) 

and 

H·(BTI) =R [t l , ••• , td, tl eH2(BTI), (4.6) 

where AR [ ] is the exterior algebra and R [ ] is the poly­
nomial ring, both over the reals. The transgression T de­
fined 10 by 

H"-I(TI) ~ H"(ETI, TI) !. H"(BTI), 

T: «5O
-

I (lmq*) .... H*(BTI)lkerq*, 

gives an isomorphism, 

(4.7) 

T: HI(TI)e:r.H2(BT1), i.e., T(XI ) = tl (1 <i</). 

(4.8) 

Since ~* is identified in a well-known way toHI(TI), 

H2(BTI)e:r.Hl(TI)e:r.~*. (4.9) 

Thus one may identify 

H*(BTI)W(Hle:r.I(H) and H*(BTI)W(Gle:r.I(G), 

(4.10) 

obtaining 

H*(G/H) =/(H)/I +(G), (4.11) 

where 1+ (G) denotes a Weyl invariant polynomial ring 
without constant terms. 

We shall explicitly evaluate the cohomology groups of 
the exceptional type G / B at lower orders relevant to the 
anomalyargumedt. The evaluation will be done by using Eq. 
( 4.11) and the results of Sec. III. 

(1) EsIS0(10) XSU(3) XU(1). We choose the subal­
gebra of the Lie algebra of Es as illustrated schematically in 
Fig. 1. To find I(SO(IO) XSU(3) xU(1» in a manifestly 
invariantfonil under W(SO (1 0» X W(SU(3»)X W(U(l)), 
we introduce new parameters {c l , e, (i = 1-3,1::= I ei = 0), 
Ya (a = 1-5)} instead of{xi (i = 1-8)} used in Sec. III such 
that 

and 

(CI, aj ) = 0, except forj = 3, 
3 

a l = e1 - e2, a2 = e2 - e3, L el = 0, 
1=1 

aa+3 =Y,,+ 1 - Ya (a = 1-4), 

°1 °2 °3 °4 °5 °6 °7 

I 08 

~SU(3) 

50(10) 

(4.12) 

= H*(BTI) W(H) /H + (BTl) W(Gl, (4.4) FIG. 1. Subalgebra of the Lie algebra ofEs. 
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It is shown in the later sections that C I is the coordinate 
corresponding to that ofU ( 1) and is proportional to the first 
Chern class. (We normalize it identically.) Written in old 
parameters, 

and 

C1 = - 14(4 itl Xj + 3 jt4 Xj) 
= c l (T(Eg/S0(10) XSU(3) XU( 1 »), 

I 3 
e·=x·-- ~ X· 

I I 3 jf'1 I' 

1 8 
Ya = -Xa+3 + - L Xj' (4.13) 

21=4 

They are transformed under q a, (i = 1,2,4-8) as follows: 

c I is invariant under qa" 

e,'s are invariant under qa, (i = 4-8), which generate 
W(S0(10»),q",: ej ++ el + I (i = 1,2) (this transformation 
property coincides with that of XI of Az in Sec. III), 

Yo's are invariant under qa, (i = 1,2), which generate 
W(SU(3»), 

qaa+3:Ya ++ Ya+ I (a = 1-4), 

and 

(4.14) 

coinciding with the transformation property of XI of Ds in 
Sec. III. Therefore we have 

I (S0(10) XSU(3) XU(1») 

= S(el ,eZ,e3 ) XS( YL~, ... ,.v;) 

X RYIY2Y3Y4YS X RCI> (4.15) 

where S( ... ) is a symmetric polynomial defined in Sec. III. 
The explicit forms of H*(Eg/S0(10) XSU(3) XU(1») at 
lower orders are 

HZ=Rc l , 

H4 = Rc~ + R Le; + R LY~' mod 1 2+ (Eg), 
I a 

(4.16) 

H6 =Rci + RC I Le; + RCI LYa 
I a 

+lRLe~, mod 1 2+ (Eg ), 
i 

where 

It (Eg) = lit (.f x; + (.f XI)2) 
1= 1 J= 1 

=lR(12( lC~8r + ~e7+ +y~). (4.17) 

(2) ~/SU(5) XSU(3) XU( 1). The subalgebra of the 
Lie algebra of ~ are chosen similarly (see Fig. 2). New 
parameters are also introduced, 

CI = - 5 (5 It2 Xi + 3 its Xj ) 

= CI (T(~/SU(5) XSU(3) XU( 1»)), 
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U(3) 

SU(5) 

FIG. 2. Subalgebra of the Lie algebra of E,. 

and 

el = XI + 1 _..l ± X} (i = 1-3, L
j 

ei = 0) , 
3 }=2 

3 8 

YI =-5 LXi' 
j=S 

Ya=Xa+3-~}tsX}' (a = 2-5, at/a =0). 

( 4.18) 

They are transformed under q a, (i = 2,3,5-8) as follows: 

C1 is invariant under qa" 

e;'s are invariant under qa, (i = 5-8), which generate 
W(SU(5»), 

qa,+,: ej++ej+ 1 (i=1,2), 

Yo's are invariant under qat (i = 2,3), which generate 
W(SU(3»), 

and 

( 4.19) 

The explicit forms of H *(~/SU (5) X SU (3) xU ( 1)) at 
lower orders are similarly evaluated: 

H 2 =lItcl> 

H4=Rd +lRLe;+RLY~' modl z+(E7 ), 

I a (4.20) 

H
6

= Rci + R Le: + lit LY! + lItc I L e; 
i a i 

+ R CI LY~' mod It (E7 ), 
a 

where 

I t (~) = R (2 Itz x; + Ctz XI r) 
= lR (ci + 750 ~ e7 + 750 +y;). (4.21) 

(3) E~Spin(10) xU (1 ). We choose the subalgebra as 
in Fig. 3. New parameters are 

CI = - 4 ( 4X3 + jt4 xj ) = cI(T(E~Spin(lO) xU(1))) 

and 

1 8 

Ya = -xa+3 +-2 L Xj (a = 1-5). 
j=4 

T. Moriya and Y. Yasui 
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Spin ( 10)-----' 

FIG. 3. Subalgebra of the Lie algebra of E6 • 

Their transformation properties under u a, (i = 4-8), which 
generate W(Spin(10»), are the same as in the case of 
Es/SO( 10) X SU (3) xU ( 1 ). Cohomology groups at lower 
orders are 

H 2 = Rc t> 

H4=R~ +RLYa, mod It (E6 ), 
a 

a 

where 

v~ COMPLEX STRUCTURE OF G/H AND 
COMPLEMENTARY ROOTS 

(4.23) 

(4.24) 

As has been mentioned in Sec. I, in four-dimensional 
supersymmetric nonlinear umodels with Weyl fermions, the 
homogeneous space G / H must be such that it admits a com­
plex structure, and if it is Kiihlerian it is sufficient for the 
theory to be supersymmetric-this is as in our case. The 
possible complex structure in our case is u,nique (up to the 
complex conjugation), which we shall state in this section. 

The subgroup H that we are considering is the centra­
lizer of a torus U ( 1 ) of a compact simple group G. Then by a 
Borel's theorem14 G /H is homogeneous, Kiihlerian, and al­
gebraic. The invariant complex structure J of such a mani­
fold G /H can be introduced uniquely by identifying G /H 
with G C / P, where G C is the complexification of G and P is a 
closed complex subgroup of G C such that pn G = H. ll ,14 

The Lie algebra of Pis generated l4 by hj (j = l-/)eI{, ej 

(i = 1-m), and e -k' such that a;'s relevant to e/s are all 
positive roots and a _ k'S relevant to e _ k'S are (negative) 
simple roots satisfying (ak , b) = 0, where b is an element of 
the Weyl chamber and the centralizer of Tb (see the Appen­
dix) is the Lie algebra of H. The roots of G C complementary 
to P are defined as 

{all roots of G C - roots relevant to p}. 

Then, a invariant complex structure on G / H corresponds to 
a root system l/J, which is also a set of weights of the linear 
isotropy unitary representation of H. 11 [See Eq. (6.1).] 

Comments: As for the G-invariant Kiihler metric, it is 
constructed by means of Maurer-Cartan forms. Let mk be 
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the left-invariant one-forms on G C whose restriction to ~ C 
is annihilated by~Candmk (e}) = 6k .}. Then the Kabler met­
ricll•14 is 

m 

ds2 = L (b,a})mj mj, (S.l) 
j=1 

where mj =m _) and mj is the complex conjugate of m)' In 
Refs. 1 and 3, one of the authors (Y. Y.) constructed the 
closed forms of the Kabler metrics for ~Spin ( 10) xU ( 1) 
and Es/S0(10) X SU (3) xU (1) using the fact that these 
manifolds are embedded into Grassmann manifolds. 

We present here the roots of G C complementary to Pin 
the case of the exceptional type G / H. These are used to cal­
culate the Chern class in the next section. 

and 

(1) E~Spin(10) xU(1), 

beR( 4a3 + Sa4 + 6as + 4a6 + 2a7 + 3ag) 

= R (4X3 + X4 + Xs + X6 + X7 + Xg), 

(ak,b) = 0 for k = 4-8. (S.2) 

Thus the Lie algebra of P is generated by ~i., ej (i = 1-36) 
(a j are all positive roots) ande -k (k = 4-8). Using the new 
parameters we introduced in the previous section, the roots 
of E; complementary to P are written as follows: 

C1 1 s 
16+Ya +Yb -"2 c~/c (1.;;;a<b.;;;S), 

c
1 

1 S 
--Y +- 'C' Y (1.;;;a';;;S), 
16 a 2 c~1 c (S.3) 

C1 1 5 

16-"2c~/c. 

(2) ~/SU(S) XSU(3) XU(1), 

beR (Sa2 + l0a3 + lSa4 + 18as + 12a6 + 6a7 + 9ag) 

= R (S(X2 + X3 + x4) + 3(xs + X6 +X7 + Xg»), 
and 

(ak,b) = 0 for k = 2,3,5-8. (S.4) 

The Lie algebra of Pis generated byl)i
7
,ej (i = 1-63) (a j are 

all positive roots) and e _ k (k = 2,3,S-8). The roots of Ef 
complementary to Pare 

c1/7S-ej +Ya+Yb (1.;;;i.;;;3, l.;;;a<b.;;;S), 

2(c1/7S) + ej - Ya (1.;;;i.;;;3, l.;;;a';;;S), (S.S) 

3(c1/7S) + Ya (1';;;a';;;S). 

(3) Eg/S0(10) XSU(3) XU(l), 

beR (4a1 + 8a2 + 12a3 + lSa4 

+ 18as + 12a6 + 6a7 + 9ag) 

= R (4(xl + X2 +x3 ) + 3(X4 +xs +X6 +X7 +Xg») 
and 

(ak,b) = 0 for k = 1,2,4-8. (S.6) 

The Lie algebra of P is generated by ~i., e, (i = 1-120) (aj 

are all positive roots) and e _ k (k = 1,2,4-8). Complemen­
tary roots are 
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ci 1 s 
168 - el +"2 a~1 Ea Ya (1<i<3), 

2(c,/168) - (e l + e) ±Ya (1 <i<j<3, l<a<5), 

( 
Cl ) 1 S 

3 168 -"2 a~1 EaYa, 

4(c,/168) - el (1<i<3), (5.7) 

whereEa = ± 1 and n!_, Ea = -1. 

VI. CHERN CHARACTER OF TG/H 

We calculate the Chern character using the method in­
vestigated by Borel and Hirzebruch.1I Left (right) transla­
tion by geG induces a homeomorphism of G lB. If heR, it 
leaves 0 = 17'(e)eG IB invariant and induces an automor­
phism h: (TG IB)o- (TG IB)o' The homomorphism 

I 

t:h-h is called the isotropy representation. The complex 
structure on G I B defined in the previous section gives rise to 
a linear isotropy unitary representation of B, 

tc: B-H CU(n), (6.1) 
with n = the complex dimension of G I H. This homomor­
phism tc induces the bundle map from 'TI = (G, 17', G I B, B) 
to a principal U (n) bundle over G I B called the tc extension 
of'TI, which we denote by 'TIc. A theorem of Borel and Hirze­
bruch II asserts that 'TIc is equal to the principal bundle asso­
ciated with the tangent bundle T( G I B). Thus one has 
c(T(GIH») 

= c(the principal bundle associated with T( G I H») 

=c('TIc)· (6.2) 

We now consider the following commutative diagram of 
mappings: 

G -----. EB ------~ EU(n) •• ---- G XHU(n) 

1 ~ 1 ~' 1 
G IT' ~ EB IT' = BT' • EU(n)IT n = BTn 

Ip I p( T'. H) I P{T" .U(n») (6.3) 

GIB ~ BB • BU(n) .... ----- GIB 

1 
U('c> 

p(B, G) 

BG 

where (G XHU(n),p,G IB,U(n») = 'TIc, u(tc> is the map 
induced from the homomorphism tc called the characteris­
tic map for tc extension of'TI and u' = u(tc) oi2. The Chern 
class of 'TIc is given by 

c( 'TIc) = u'*ceH*(G IB), (6.4) 

whereceH *(BU(n») is the Chern class of the universal U(n) 
bundle, which is defined by the equation, 

n 

p*(Tn,U(n)jc = IT (1 + 1" (x;») (6.5) 
}=I 

with 1" thetransgressionofB'(Tn) toB 2(BTn) and x; the 
standard coordinate of Tn identified with the element of 
B '(Tn). By the equation 0' = u(tc) 0 i2 and thecommuta­
tivity of the diagram, 

p*c('TIC> =p* 0 it 0 u(tC>*c 

= tfJ* 0 tfJ'* 0 p*(Tn,U(n»)c 

n 

= tfJ* 0 tfJ'* II (1 + 1" (xj»), (6.6) 
J= I 

where p* is applicable since c( 'TIc) belongs to B * (G I B). 
Because tfJ'* commutes with 1", 

n n 

tfJ'* II (1 + 1"(x;») = IT (1 +1'(w)), (6.7) 
}=I }=I 

where l' is the transgression of BI(T') to H2(BT') and 
Wj (x) = tfJ'* (x;) are the weights of tc by the definition II and 
are also the roots of G c complementary to P. We thus obtain 
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0' 

n 

p*c( 'TIc) =tfJ'* IT (1 +1'(Wj ») 
}=I 

n 

= II (1 + f(wj »), 
j=1 

modI+(G) =p*(T,H) Op*(H, G)B*(BG), (6.8) 

with f the transgression of BI(T') to B2(GITt). It is 
known 10,15 that when B is the centralizer ofU ( 1), the spaces 
G ITt and G I B have no torsion and therefore the homomor­
phism p* induced by the projection p is injective. We may 
therefore identify 

n 

c( 'TIc) = II (1 + f(wj »), modI+(G), 
J= I 

n 

= II (1 + w}), modI +(G), (6.9) 
j= I 

because the transgression f in our case is isomorphic. 
Using the results of Sec. V for wJ and that of Sec. III for 

I + (G), we can explicitly evaluate Eq. (6.9). The results are 
as follows. 

(1) Eg/S0(10)xSU(3)xU(1), 

c(T(Eg/SO( 10) XSU(3) xU(1))) 

= II (1 +....£.L- el +~ LEaYa) 
complementary roots 168 2 a 

X( 1 + 2 ( 1~8) - (e} + ek) ± Yb) 
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X( 1 + 3 ( 1~8) - ~ ~ Ee Jle) 

X( 1 + 4 ( 1~~) - e,), 
mod{J ,+ (i = 2,8,12, 14, 18,20,24,30)}. (6.10) 

Especially 

c, = r (complementary roots) 

= - 14 (4 ± X, + 3 ± XJ) , 
1= I J=4 

C2 = 139 32 (...£L.)2 - 11 ± Y! _.E. ± e:, 
168 ,,-I 2 1=' 

mod It = 12 (...£L.)2 + r e: + rY!, 
168 I a 

C3 = 760 336 (...£L.)3 - 1812 (...£L.) rY! - 2. 
168 168 a 3 

Xr e: - 2228 (...£L.) r e~, modI t. (6.11) 
I 168 I 

Therefore we obtain 

ch3 (T(EsIS0(10) XSU(3) xU(1») 

= l/6(c~ + 3c3 - 3c,c2 ) 

= 18 ( 1~8) ~Y! + 20 ( 1~8) ~ e: + (~) 
X r e: + 152 (...£L.)3, mod 1 2+ . 

I 168 
(2) E.,/SU(5) XSU(3) XU(1), 

c(T(E7/SU(5) XSU(3) XU(1)) 

= n (1 +~-e, +JI" +Jlb) 
complementaryroots 75 

(6.12) 

X( 1 + 2 (;;) + eJ - Jle) (1 + 3 (;;) + Jld)' 

mod{J 1+ (i = 2,6,8,1O,12,14,18)}, (6.13) 

c, = r (complementary roots) 

= - 5 (5 ± X, + 3 ± Xi) , 
i= 2 J= S 

c2 = 2745 ( ;; r -( ~ ) ~ e~ - ( I; ) ~ Y!, 

mod/2+ = 15 (~)2 +2re:+2 rY!, 
75 I " 

and 

C3=65345(;;Y +(!)~Ta- (~) 

X ~ e: _ ( 1~85 ) ( ;; ) + e: _ ( 9~9 ) ( ;; ) 

(6.14) 
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ch3(T(E.,/SU(5) XSU(3) xU(1»)) 

=9(;;)~Y! - (!)+e:+(!) 
XLTa + 1O(~)Le: 

a 75 I 

+ 95 (~) (~)3 modI +. 
2 75' 2 

(6.15) 

(3) EtiSpin(10) XU(1) 

c(T(EtiSpin(10) XU( 1)) 

= n (1 + ~ + JI" + JIb - (..!..) ± Ye) 
complementary roots 16 2 c = I 

X( 1 + ~~ - Yd + (~) et/e) 
X(1 + ~~ -(!) ~/f) 
mod{J,+ (i = 2,5,6,8,9, 12)}, (6.16) 

c, = r (complementary roots) = - 4 ( 4X3 + ± XI) , 
1=4 

c2 = (¥)(c,/4)2, 

c3 = (aj)(cI /4)3, 

and 

ch3 (T(EtiSpin(10) XU( 1))) = O. (6.17) 

Here, we eliminated :I! = I Y! by using mod 1 2+ ; 

(6.18) 

VII. CONCLUSION 

We now evaluate the anomalies of the exceptional-type 
nonlinear u models; we show that 

f q,*ch3 (T(EtiSpin(IO)XU(l))) =0 

for any q,: rxst ..... EtlSpin(10) xU(1) and f q, * ch3(TG I 
H) #0 for some q,: r xst ..... G IH, where G IH = E.,/SU (5) 
XSU(3) xU(1) or EsIS0(10) XSU(3) xU(1). 

(1) EtiSpin(10) XU(1). As seen in Eq. (6.17), the 
third Chern character vanishes in this case, and thus 

f q,*ch3 (T(EtiSpin(10)XU(1») =0. (7.1) 
Ji'Xi' 

We thus conclude that the theory is anomaly-free. Note that 
this result depends on the dimension of the space-time; we 
are considering the theory in the four-dimensional space­
time. In the case of two-dimensional space-time with Weyl 
fermions, we must consider 

i q,*ch2(T(EtiSpin(10)XU(1)), (7.2) 
i'xi' 

where ch2(T(EtiSpin(10)XU(l)) =~(cI/4)2 and q,: 

r Xr ..... EtiSpin(10) xU (1 ). Because q, * C I belongs to 
H 2(rXr) = H 2(r) * HO(r) ED HO(r) * H 2(r), 
(q, * cl )2eH

2(r) * H 2(r) is nonzero for some q, (Ref. 16) 
and thus the theory is anomalous. However, this is not the 

T. Moriya and Y. Yasui 3047 



                                                                                                                                    

physically interesting ease, because in two dimensions N = 1 
supersymmetry does not require a complex structure nor 
does it usually involve the Weyl fermion, but it involves Ma­
jorana ones. This situation is also unaltered in the following 
cases. 

(2) ~/SU(S) xSU(3) xU(1). Recall that the ith 
elementary symmetric polynomials SI (Yl"",yS) and 
SI (ev ..• , e3 ) correspond to the ith Chern classes of the prin­
cipal SUeS) [and SU(3)] bundles over ~/SU(S) XSU(3) 
xU ( 1 ), which we simply denote as 

and 

1 S 1 3 - L .fa = C2(SU(S»), - L e: = c2(SU(3»), 
2 ,,=1 2 1=1 
1 5 - L Y! = c3(SU(S»), 
3 ,,=1 

1 3 - L e; = c3(SU(3»). 
3 1=1 

Therefore 

ch3(T(~/SU(S) XSU(3) xU(1») 

(7.3) 

= 18(c I I7S)c2(SU(S») - ~ c3(SU(S» + !c3(SU(3») 

+ 20(cII7S)c2(SU(3») + 9j (c1/7S)3, modI 2+· 

(7.4) 

We here consider a map f=q,2 0 q,1: r xs4;. ~/SU (S) 
XSU(3)XU(1) such that tpl: rxs4-+s6 and tp2: S6-+~/ 
SU (S) X SU (3) xU ( 1) and they belong to nonzero sectors 
of the homotopy classes 17 

(7.S) 
[~, ~/SU(S) XSU(3) XU( 1) 1 

=17"s (SU(S) XSU(3) xU(l»)=Z 61 z. 

Then q,fCl(eH2(S6»)=0, q,1C2 (SU(3»), and i'fC2 
(SU(S») (eH4(~»)=0, but tpfC3 (SU(3») and tpfAC3 
(SU (S») are nonzero elements of H 6(S6). By the pullback tp T 
they still remain to be nonzero and belong to H 6(r Xs4). We 
thus obtain 

q, * ch3(T(E7/SU(S) XSU(3) xU(1»)) 

= q, To q, f( - ~ c3(SU(3») +! c3(SU(S») #0, 

(7.6) 

leading to the conclusion that the theory is anomalous. 
This result is unchanged in the two-dimensional space­

time. 
(3) Es/SO( 10) X SU (3) xU ( 1). The relevant elemen­

tary symmetric polynomials correspond to the characteristic 
classes as follows: 

1 3 1 3 - L et = c2(SU(3»), - L e; = c3(SU(3»), 
2 1=1 3 1=1 

and 
5 

L .fa =Pl(SO(1O»), (7.7) 
a=1 

where Pl(S0(10») is the first-Pontryagin class ofthe princi-
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pal SO(1O) bundle over EglSO( 10) XSU(3) xU(1). The 
third Chern character is then written by 

ch3(T(EglS0(10) XSU(3) XU( 1)) 

= 18(cl/168)pl(SO(1O») +~c3(SU(3») 

+ 4O(cl/168)C2(SU(3») + lS2(c1/168)3, 

mod 1 2+ , (7.8) 

and the pullback by q, * is given by 

q, * ch3(T(Es/SO( 10) XSU(3) XU( 1)) 

= ~ q, * c3(SU(3»)eH6(rxs4), 

where q, = q,2 0 q,1 is the similar mapping to the case of~/ 
SU ( S) X SU ( 3 ) X U ( 1 ); other terms are trivialized by q, f. 

Thus there exist q, such that 

q, * ch3( T(Es/SO( 10) XSU(3) XU( 1 »)) #0, (7.9) 

leading to the fact that the theory is anomalous. It is also 
anomalous in the case of two-dimensional space-time. 

These are the conclusions. Our method of evaluating 
anomalies is also applicable IS to other supersymmetric non­
linear q models based on, in general, Kiihlerian coset spaces 
of the type G /H. 

Note that our results are the same as those of non-Abe­
lian anomalies in H-gauge theories. Whether this correspon­
dence is accidental or indicating that these anomalies are 
related deeply is yet unknown to the authors. 

Comment: Alvarez-Gaume and Ginsparg19 have shown 
that G /H = EJSpin(10) xU(1), ~/SU(S) XSU(3) 
xU(1), and EslS0(10) XSU(3) xU(1) models are all 
"anomalous" in four-dimensional space-time because the 
't Hooft anomaly matching condition cannot be satisfied in 
these models, i.e., the anomaly in the U ( 1) part of H is at 
least nonvanishing and can never be matched by any repre­
sentation ofEr (/ = 6-8), which have only an anomaly-free 
representation in four-dimensional space-time. However, 
our conclusion, especially that EJSpin ( 10) xU ( 1 ) is 
anomaly-free, does not contradict with their result. Let us 
clarify this point. 

As seen in Ref. 20, their statement is equivalent to that 
Tr R 3#0 [R is the curvature form onq, *T(G /H)], but this 
does not necessarily mean the nonvanishing of the integra. 
tion ofTr R 3 over S 2 xs 4; the Chern characteris evaluated 
at modulo exact form. 
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APPENDIX: ROOTS OF E~ 

In this Appendix we give roots of Ef and the definition 
of a scalar product on g*, the real vector space spanned by 
the simple roots. The Lie algebra of Ef, ~ e, is constructed 
following Ref. 13. 

Let [be the Lie algebra ofSL(9,C), V the complex val· 
ued antisymmetric tensor of the rank 3 in nine-dimensions, 
and V· be its dual space. Thus dime [ = 81 - 1 = 80, 
dime V = dime V· = 9C3 = 84, and dime ([ 61 V 61 V*) 
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= 284, which is equal to the dimension of the Lie algebra of 

Ef· 
Now we introduce the commutation relation in the 

complex vector SPIJCe I ED V ED V *. Let 

E" ~ [1 ~ rl fib row 

jth column 

eljk' and eljk be the base ofl, Vand V·, respectively. Here each 
index runs from 1 to 9 and eljk (elmn ) = 31 ~Jk Imn' 

~Jklmn = det ~I ~~ ~~ . (AI) [
~; ~i ~i] 

~~ ~~ ~~ 
For X = l: XIj Eij with l:i Xii = 0, V =!! l:Vijk eijk' and 
v* = !! l:Vijk eiJk, commutation relations 

[X, v): I ® V- V, 

[X, v*]: 1 ® V*- V*, 

[v, v']: V ® V- V*, 

[v*, v*']: V* ® V*- V, 

[v, v*]: V ® V*-I, 

are defined as follows: 

[X, v)lIk = Xii Vllk +XJI Vilk +Xkl VIII' 

[X, v*) ijk = - Xli Vljk - X/j Vilk - X lk VIII, 

(A2) 

[v V,]opq - ~jklmnopq V v' (A3) ,- Ilk Imn' 
[ * *'] _ 1/(18X63) ijk 'Imn V ,v opq - Eijklmnopq V V , 

[v, v*]11 = !(VJkl V;kl - ~ ~ij vlmn vlmn ' 

The Cartan sub algebra ~c of Y C is equal to that of I and each 
he~c is written by using the coordinates of maximal torus: 

h = diag(21T!=T X l1 ... , 21T!=T X9)' 

9 

L Xi = 0, xieC. 
;= I 

(A4) 

(~ = ~C n Y is simply given by replacing xieC with xieR.) 
Defining the mapping Ai: ~c_C by Ai(h) =XI (the A;'S 
are often written by Xi in this recognition), 

9 9 

h = L 21T!=T A;(h) Eli, 
i=1 

LAi=O' 
;=1 

Note that theA;'s are real valued on ~ (Ale~*). Since 

[h, Eij] = 21T!=T (Ai - AJ )(h) Eij U¥=j) , 

[h,eijd =21T..r=T (Ai +AJ +Ak)(h) eijk' 
and 

[h, eiJk ] = - 21T!=T (Ai + Aj + Ak )(h) eijk, 

all roots of Y C are 

± (A; -Aj ) (1<;<],<9), 

± (A; +Aj +Ak ) (l<i<]'<k<9), 

and simple roots are 
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Ai - Ai+ I (1<i<7), 

A6 +A7 +A.g, 
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(AS) 

(A6) 

(A7) 

(A8) 

where we omitted 21T!=T. 
The scalar product ( , ) on ~* is derived from the Kill­

ing form K: Y C ® Y C _ C. Here K is defined by 

K(A, B) = Tr«adA)(adB») for each A, BeYc. 

This formula is reduced to 

K{EII , Ek/ ) = 60Bil ~jk' 

otherwise zero. 

(A9) 

(AlO) 

For each ae~*, there exists a unique Ta e~ satisfying the con­
dition 

a{h) = K{Ta , h), for any he~. 

Then the scalar product (a, b) is defined by 

(a, b) = K{Ta , T b ), a, be~*. 

For example, 

and 

21T!=T TJ..,_J.., =~ (Eli -EjJ) (i¥=j) , 

(Ai - Aj , AI - Aj) = {l/21T ~)2 /0. 

(All) 

(AI2) 

21T~ TJ..,+J..,+J..k =~(Eii +EjJ +Ekk -! 19 ), 

(AI3) 

(A; +AJ +Ak,AI +AJ +Ak) = {l/21T..r=T)2.Jo. 

where 19 is the unit matrix of9X9. 

lAs for the E6 type, see Y. Yasui, Prog. Theor. Phys. 72, 877 (1984); Y. 
Achiman, S. Aoyama, and J. W. van Holten, Preprint TH. 3814-CERN; 
WUB 84-29. 

2As for the E-, type, see T. Kugo and T. Yanagida, Phys. Lett. B 134, 313 
(1984). 

3As for theEa type, seeS. IrieandY. Yasui,Z.Phys.C29,123 (l985);T. 
Yanagida (unpublished); C. L. Ong, Phys. Rev. D 27, 3044 (1983); 31, 
3271 (1985). 

4W. Buchmiiller, R. D. Peccei, and T. Yanagida, Phys. Lett. B 124, 67 
(1983); Nucl. Phys. B 227,503 (1983); R. Barbieri, A. Masiero, and G. 
Veneziano, Phys. Lett. B 128,179 (1983); O. W. Greenberg, R. N. Moha­
patra, and M. Yasue, Phys. Rev. Lett. 51, 1737 (1983). 

'Three usual families and one mirror family, see Ref. 3. 
6G. Moore and P. Nelson, Phys. Rev. Lett. 53, 1519 (1984); Commun. 
Math. Phys. lOll, 83 (1985); A. Manohar, G. Moore, and P. Nelson, Phys. 
Lett. B 152, 68 (1985); E. Cohen and C. Gomez, Nucl. Phys. B 254, 235 
(1985). As a work from a slightly difl'erent point of view, see P. Tataru­
Mihai, Zentrm itir Theoretische PhYSik preprint, March, 1985. 

7B. Zumino, Phys. Lett. B 87,203 (1979). 
8M. Atiyah and I. Singer, Ann. Math. 87, 546 (1968). 
9L. Faddeev, Phys. Lett. B 145, 81 (1984); B. Grossman, ibid. 152, 93 
(1985); Y. S. Wu and A. Zee, ibid. 152,98 (1985); B. Zumino, Santa 
Barbara preprint NSF-ITP-84-150; R. Jackiw, MIT Preprint CTP-1209. 

lOA. Borel, Ann. Math. 57,115 (1953). 
IIA. Borel and F. Hirzebruch, Am. J. Math. 80, 458 (1958). 
12A. Borel and C. Chevally, Mem. Am. Math. Soc. 14, 1 (1955). 
I3G. Takeuchi, Lie algebra and Elementary Particle Physics (Shyokabo, To­

kyo, Japan, 1983), this text is written in Japanese, so we present some 
necessary content in the Appendix. 

14A. Borel, Proc. Natl. Acad. Sci. USA 40, 1147 (1954). 
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16We can choose~, for example, to belong to a nonzero sector of ll2(G / 

H) QI ll2(G/H) = lll(H) QI lll(H) =Z QI Z, where G=E6 and H 
= Spin (10) XU( 1). 
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17These formulas are obtained from the exact sequences: 
0= [rVa', .fi]- [.fi, .fil- [rx.s4, .fi] ..... [rW,.fi] 

= 0 (Puppe exact sequence) 

and 

0= "6(G)-"6(GIH)-",(H) .... ",(G) =0, 
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Gauge theory of a group of diffeomorphisms. II. The conformal and de Sitter 
groups 

Eric A. Lord 
Department 0/ Applied Mathematics, Indian Institute o/Science. Banga/ore 560 012, India 

(Received 12 March 1986; accepted for publication 14 August 1986) 

The extension of Hehl's Poincare gauge theory to more general groups that include space-time 
diffeomorphisms is worked out for two particular examples, one corresponding to the action of 
the conformal group on Minkowski space, and the other to the action of the de Sitter group on 
de Sitter space, and the effect of these groups on physical fields. 

I. INTRODUCTION 

In a recent work 1 (which we shall refer to as I) a scheme 
was developed for gauging a group that contains a group of 
space-time diffeomorphisms as well as (possibly), internal 
symmetry groups. 

Let G be an (N + M)-parameter Lie group possessing 
an N-parameter subgroup H. Introduce, on an M-dimen­
sional base manifold, a connection r i associated with the 
group G, considered as a Yang-Mills group, and a set of 
physical fields '" belonging to a linear representation of H. 
Under the simultaneous action of an infinitesimal diffeomor­
phism Xi -+Xi -t on the base space, and an infinitesimal 
(local) action of H, we have 

~ri=5jajri+rjai5j+a/E+ [E,r;j, (1.1) 

~"'=5jaj"'+Ef/J, (1.2) 

where E is an infinitesimal element of the Lie algebra of H, 
dependent on position on the base manifold. Of course, in 
( 1.2) the representation of H provided by '" is implied. 

When the curvature 

(1.3 ) 

vanishes, those transformations (1.1) and (1.2) that leave 
invariant a particular solution r i (x) of (1.3) constitute an 
(N + M)-parameter group of diffeomorphisms on the base 
space, isomorphic to G. The finite-dimensional linear repre­
sentation of H corresponding to the action of H on '" is there­
by extended to the action on '" of a group G of diffeomor­
phisms. 

The purpose of the present work is to illustrate this idea 
by two particularly interesting special cases. 

When G = SO (4,2), we obtain the action of the confor­
mal group on Minkowski space together with the appropri­
ate transformation laws for physical fields under the action 
of the conformal groUp.2 When G = SO (4,1) we obtain the 
action of the de Sitter group on de Sitter space-time together 
with the appropriate transformation laws for physical fields. 
Equations (1.1) and (1.2) in this latter case give rise to the 
basic transformation laws of Poincare gauge theory, under 
the Wigner-Inonii contraction of the de Sitter group to the 
Poincare group. 

II. THE CONFORMAL GAUGE THEORY 

The commutation relations for the generators of 
SO(4,2) can be displayed in the following form: 

[1Ta,1Tp ]=0, 

[1Ta'Spy] ='YJaP1Ty -'l/ay1Tp, [1Ta,a] =1Ta, 

[1Ta,Kp] =2('YJaP a - SaP)' 
(2.1 ) 

[SaP,sycS] = 'YJpySacS - 'YJayS{J8 + 'YJacSSpy - 'YJ{J8Say, 

[saP,a] = 0, [SaP,Ky ] = Ka 'YJpy - Kp'YJay, 

[ a,Ka] = Ka' [ Ka ,Kp] = 0, 

where 'YJaP is the Minkowskian metric with signature 
(+ + + -). 

The connection for SO(4,2) can be written 

r/ = e/a 1Ta + f" 
where 

(2.2) 

(2.3) 

The matrix (ei a) is assumed to be nonsingular, with inverse 
(ea i ), which can be regarded as the matrix of components of 
a tetrad. We may employ these matrices to convert Latin 
(holononic) to Greek (anholononic) indices and vice versa. 
The Minkowskian metric 'YJaP will be employed for raising 
and lowering Latin indices. 

The infinitesimal element E of the Lie algebra of H can 
be written 

(2.4) 

The transformation law (1.1) then has the explicit forms 

~et = 5 i ajet + eja a/5
j - e/(Epa + ~pat), (2.5) 

- j - - j - --~ri = 5 ajri + rj ai5 +aIE+ [E,ri ] 

- 2e/(tpa + tasaP)' (2.6) 

Observe that the tetrad undergoes Lorentz rotation and dila­
tion under the action of H. Observe also that, due to the final 
term in (2.6), fi is not a connection for the group H. 

At this stage it is possible to impose a metric on the base 
space (space-time) in a natural way. We define the space­
time metric to be the one with respect to which the tetrad is 
orthonormal: 

gij = ete/'YJaP' (2.7) 

Under the local action of H, this metric responds according 
to 

~gij = - ltgij' (2.8) 

Thus, the subgroup ofSO( 4,2) generated by a can be identi-
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fied as Weyl's group of scale transformations. 
It is also possible to impose a holonomic linear connec­

tion on space-time. We introduce the generalized derivative 
of the tetrad field (see I) : 

Dje/ = Bjeja + e/rjp
a + e/rpj' 

and then define 

(2.9) 

r ijk = ea kDjeja. (2.10) 

The r ij k transform under space-time diffeomorphisms like 
the components of a linear connection. Moreover, it is a met­
ric-compatible connection: 

Bkgij - rk/glj - rk/gj/ = O. (2.11) 

Under the action of H, it has the transformation law 

8r/=2(t kgij -8/tj -8/tj)' (2.12) 

We now consider the limiting case with vanishing 
SO( 4,2) curvature: 

(2.13) 

The coordinate system and H-gauge can then be chosen so 
that 

(2.14 ) 

We then see from (2.7) that the space-time has become Min­
kowskian. In this reference system, the distinction between 
Latin and Greek indices is lost and the conditions for the 
transformations (1.1) to preserve the relations (2.14) are 

B£-a=€a+ r 8 a 
y!:o y !:O' y , 

By~P = 2(8/t a - 8yatP), 
Byt = 2ty, Byta = 0, 

(2.15 ) 

[cf. Eqs. (8.2) of!]. The integration of these equations is 
straightforward. We get, successively, 

t a =ca, t= 2caxa +p, 
(2.16) 

~P = 2(xPca - xacP) + wafJ, 

and finally 

t a = aa + Xywya + pxa + 2x ac·x - cax 2
, (2.17) 

where aa ,p, wafJ, and ca are constants of integration; x2 and 
c'x denote xa XP17afJ and ca xP17aP, respectively. We recog­
nize that the diffeomorphismsxa _xa 

- sa are the infinite­
simal conformal mappings on Minkowski space-time. 

The transformation law (1.2) for a field t/J becomes 

8t/J = taBat/J + q~SafJ +t/:"+taKa)t/J, (2.18) 

with sa ,~P, t, and~ given by (2.16) and (2.17). Thus we 
have precisely the transformation law of a physical field on 
Minkowski space-time, under the action of infinitesimal 
conformal transformations2

: 

8t/J = [aaBa + ! waP(Sap + Xa Bp - xp Ba) 

+ p(/:" + x a Ba) + Ca(Ka + 2(xa/:" + xPSap ) 

+ 2(xaxP - x 2d.! )Bp)]t/J. (2.19) 

The reverse of the procedure carried out above is to start 
with the (global) action of the conformal group on Minkow­
ski space and on fields t/J [given by (2.17) and (2.19] and 
then "gauge" the group by making the parameters space-
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time dependent and introducing auxiliary fields. That is, the 
conformal group can be gauged in a manner ailalogous to 
Kibble's3.4 gauging of the Poincare group. The details have 
been presented elsewhere.s 

III. THE DE SITTER GAUGE THEORY 

The commutation relations for the generators of 
SO ( 4,1) can be displayed in the form 

[1Ta,1Tp] = -KSaP' 

(3.1 ) 

[SafJ,Sy6] = 17pySa6 - 17aySp6 + 17a6Spy -17{J8Say' 

The subgroup H, generated by the SafJ' is just the Lorentz 
group. The constant K is inserted so that the Poincare group 
can be regarded as a limiting case. 

Introduce the connection 

r j = e/1Ta + ~ rjaPsafJ· 
The transformation law (1.1) becomes 

£ a £-JB a+ aB£-j P a uej =!:o je j ej j!:o - ej €p , 

8rjaP = t j Bjr ja P + r jaP Bjt j + Bj€aP 

(3.2) 

(3.3) 

+ €a yrj/ - rja y€/ (3.4) 

(in which the Minkowskian metric has been used for raising 
and lowering Greek indices) . Observe that the tetrad is Lor­
entz rotated by the action of H and that r j afJ transforms like 
a connection for the Lorentz group. We shall employ the 
symbol Dj to denote the corresponding covariant differenti­
ation. For example, 

and 

D a_B a+ Pr a jej - jej ej ifJ' 

The Lorentz torsion and Lorentz curvature are defined by 

(3.5) 

and 

Fija P = Bjr jaP - BjrjaP - rja T j/ + rja T j/. (3.6) 

The SO( 4,1) curvature is 

Gij = Fija1Ta +! (FijafJ + 2Kete/)SafJ' (3.7) 

A holonomic metric and holonomic connection on 
space-time can be constructed in a natural way from the 
SO ( 4,1) connection coefficients. We define 

gij = ej ae/ 17ap 
and 

r k kD a ij = ea jej . 

The connection (3,9) is metric compatible, that is, 

Bjgjk - r /glk - r jk Igjl = O. 

It is not, in general, symmetric: 

(3.8) 

(3.9) 

(3.10) 

r/- r/=F/. (3.11) 

Thus, the definitions (3.8) and (3.9) impose on the space­
time a U ( 4) structure6 [in fact, as is apparent from (3.3) 
and (3.4), the gauged de Sitter group and the gauged Poin­
care group are identical]. 
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Now consider the limiting case in which the SO(4,1) 
curvature (3.7) vanishes. The torsion then vanishes, so the 
connection (3.9) becomes the Christoffel connection 

r/= I;}. (3.12) 

The Lorentz curvature (which is now just an anholono­
mic version of the Riemann tensor constructed from gij ) 
does not vanish. We have 

R/1 = F/1 = K({)/{)/ - {)/{)/). (3.13) 

Thus, the space-time has become a space 0/ constant curva­
ture. We can therefore choose the coordinate system to be a 
system of stereographic coordinates for which 

gij = a21}ij' 
2 2 ; . u=1![I+(Kx/4)], x =1}ijx'x'. 

(3.14) 

(3.15 ) 

We can then take the tetrad components to be 

(3.16) 

It is convenient from now on to convert Latin indices to 
Greek indices, and vice versa, by means of {)~ rather than e~. 
With this understood, the Lorentz connection determined 
by (3.9) and (3.12) turns out to be 

r;aP = Ku{)laxP J• (3.17) 

The transformations (3.3) and (3.4) that leave un­
changed these particular functional forms for the tetrad and 
Lorentz connection are those with parameters s; and ~P 
satisfying 

aasP - ~ KUs'X1}aP - eaP = 0, (3.18) 

and 

a;~ + ~ KU[ {);a(sP + ePYxy ) - M(sa + ~YXy)] = O. 
(3.19) 

Fortunately, we already have partial knowledge about the 
solution of these equations. The diffeomorphisms that pre­
serve the de Sitter metric are the de Sitter transformations, 
which, in terms of the stereographic coordinate system, have 
the infinitesimal form x a -~ - sa, where 

sa = xpofM + aa(1- (Kx2/4») + (K/2)xaa'x; (3.20) 

(J)aP and aa being the (constant) parameters of the group. 
Substituting this expression into (3.18) gives 

~ = (J)aP + (K/2)(aaxP - aPxa). (3.21) 

It is then not difficult to check that Eq. (3.19) is also satis­
fied. 

Equation (1.2) now gives the transformation law for a 
physical field (belonging to a representation of the Lorentz 
group) under the action of an infinitesimal de Sitter trans­
formation on a de Sitter space-time: 

{)t/J = aa[ (1 - K:2)aa + ; xaxPap + ; SapxP]t/J 

+ ! (J)aP [xa ap - xp aa + SaP] t/J. (3.22) 

IV. CONCLUDING REMARKS 

Many attempts to construct a gauge theory of a space­
time symmetry group encounter difficulties and complica­
tions. The reader is referred to the review article of I vanenko 
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and Sardanashvily7 and the references cited therein. The dif­
ficulties arise from attempting a too close analogy with the 
pattern established by gauge theories of internal symmetries; 
if the whole of a space-time group G is "gauged" in the 
Yang-Mills sense, the gauged "internal translations" des­
troy the possibility of identifying the translational gauge po­
tentials with a tetrad.7,8 In our view, in a correct approach to 
gauging a space-time symmetry G, only the subgroup H is 
localized in the Yang-Mills sense; the gauged generalization 
of G in our scheme consists of a local action of H together 
with general diffeomorphisms [or alternatively, general co­
ordinate transformations (GCT)] on space-time M. This 
viewpoint is already implicit in the de Sitter gauge theory of 
MacDowell and Mansouri,9 where invariance of the Lagran­
gian only under local Lorentz transformations and GCT was 
imposed. The geometrical background to the MacDowell 
and Mansouri de Sitter gauge theory corresponds to our 
scheme [where G is the de Sitter group or its covering group 
Sp(2,2) ]. 

That the local action of H together with general diffeo­
morphisms (or GCT) on M does indeed constitute a true 
gauge theory of a space-time group G is fully justified only 
when one has shown that the limiting case of "ungauged" 
transformations does in fact correspond to the correct global 
action of G on M and on fields in M. The purpose of this work 
was to demonstrate that this is so for the conformal group, 
the de Sitter group, and (by Wigner-Inonii contraction of 
the de Sitter case) the Poincare group. The "ungauged" lim­
it of Poincare gauge theory was obtained by Hehl.6 The 
gauging of the affine group in accordance with our scheme 
has been presented elsewhere.9 

The transformation laws for the points x of M and the 
matter fields t/J on M, under the global ("ungauged") action 
of G constitute essentially a nonlinear realization of G in the 
sense of Coleman, Wess, and Zumino lO or Salam and Strath­
dee. 11 However, space-time itself takes the place o/the Gold­
stone fields, so the usual dynamics of nonlinear realization 
(Higgs mechanism, spontaneous symmetry breakdown) is 
not called into play. Thus, our scheme differs radically from 
that of the Poincare and de Sitter gauge theories of Tseyt­
lin, 12 in which the whole of G rather than just H acts "inter­
nally," but the usual difficulties associated with such a 
scheme are avoided by realizing the translations nonlinearly. 
This nonlinear realization of G is associated with spontane­
ous symmetry breakdown, the broken symmetries being the 
internal translations. 

The relationship between our approach to the gauging 
of space-time symmetries and that of other approaches be­
comes clearer when our scheme is expressed in the language 
of fiber bundles. It is clear from our foregoing remarks that 
only the subgroup H should act on the fibers, not the whole 
of G ("no internal translation"). The simplest and most nat­
ural translation of our scheme into fiber bundle language 
consists of expressing the gauge theory of a group G involv­
ing space-time and internal symmetries in terms of the group 
manifold G; specifically, in terms of the principal fiber bun­
dle G(G /H,H) where the coset space G /His space-time13 

(note that H, not G, is the structural group). This aspect will 
be dealt with in a subsequent paper. 
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The two-fermion problem of quantum electrodynamics in which both particles are treated 
relativistically and full spin degrees of freedom are taken into account is shown to be exactly 
soluble when potentials up to order a4 are kept. It is therefore a good starting point for 
radiative corrections of higher order for the precision tests of QED in bound-state problems. 
Recoil corrections are included to all orders. 

I. INTRODUCTION 

There are, to our knowledge, no examples of exactly 
soluble realistic spino! two-body problems in which both 
particles are treated relativistically. We present here a case 
that has been extracted from a fully covariant two-body 
equation in quantum electrodynamics. It is realistic in the 
sense that it gives a spectrum for the H or positronium atoms 
correct up to order a 4 and contains moreover the recoil cor­
rections to all orders. It can therefore be used as a good 
starting point for radiative corrections in the precision tests 
of quantum electrodynamics for the remaining terms of the 
order of as and higher. 

We shall also compare this system with the covariant 
infinite-component wave equation with exactly the same 
spectrum. In the latter case the composite structure of the 
system is characterized algebraically by a dynamical group 
rather than in terms of the parameters of the constituents as 
a dynamical bound state of two particles. 

II. COVARIANT TWO-BODY EQUATION 

The starting point is the covariant two-body equation 

[ 

(I) (2) 

( rl' . PII' - ml) ® r • n 

(I) (2) ] 

+ r . n ® ( r . P2 - m2 ) + V(d) 4» = ° , (1) 

derived directly from the coupled Maxwell-Dirac equations 
in a nonperturbative way by a variational principle. 1-3 

(I) (2) 

Here r I' and r I' are the Dirac algebras for both particles 

so that Eq. (1) is a (16X 16)-spinor equation. Further nl' is 
a four-vector normal to the spacelike surface associated with 
the relative coordinate and r . n == -y'nl" The relativistic po­
tential V( d) is a function of the covariant relative distance of 
the two particles d = ~ (x· n)Z - Xl. For the explicit solu­
tions in this paper we shall from now on choose 
nl' = (1,0,0,0), whence r • n = Y' and d = r, the magnitude 
of the relative three-vector r. The spin matrices we write 
always as the direct products A ® B, where A refers to parti­
cle 1 and B to particle 2. 

Equation (1) has many remarkable properties, among 
them the exact separability of the center of mass and relative 
coordinates. One then sees that it is actually a one-time equa-

.) Permanent address: Physics Department, The University of Colorado, 
Boulder, Colorado 80309. 

b) Permanent address: Dicle University, Diyarbakir, Turkey. 

tion. The dependence on the relative time drops out automat­
ically. The equation for the center of mass is2 

«m1/M)al + (m2/M)a2) . P;(R) = (Eo - E);(R) , 
(2) 

whereas the relative motion is given by 

[(al -~) . p + {31m1 + {32m 2 +{31 ® V®{32]"'(r) 

= E"'(r) , (3) 

where E is the energy in the center of mass frame (total mass 
ofthe system) and Eo the total energy of the moving system 
so that the ditference (Eo - E) in (2) is the relative kinetic 
energy of the center of mass: M = m I + m2• 

For the coupling of the spinor fields to a vector field AI' 
of the form e~"'AI' and for an effective anomalous magnet­
ic moment coupling ofthe form a~l'v"'Fl'v the form ofthe 
relativistic potential has been derived. The first coupling 
gives 

(I) (2) 

VCr) = (e 1e2/r)-y' ® rl' . (4) 

The second potential coming from the Pauli coupling is rath­
er lengthy and since it has been given elsewhere,2,3 we do not 
write it here but shall give its radial form later. 

In the derivation of Eq. (3) from field theory there are 
also self-energy terms corresponding to Lamb shift and 
spontaneous emission. These are of order of a(Za)4 and 
higher and will be taken into account separately. 

III. RADIAL EQUATIONS 

For Eq. (3) we can also separate completely the radial 
and angular parts.3 This results in two sets of eight first­
order radial wave equations. In each set four of the eight 
equations are algebraic and the other four are first-order 
ditferential equations. Eliminating some of the components 
of the wave functions we arrive/or the first set at the follow­
ing two coupled second-order equations (including Pauli 
terms): 

{ VIV6 + [ V6 a+.!l.. + UMj(j + I) (.!. + .2..)]a_ 
4V3 V3 V6 Er4V3 E Vs 

_ UMj(j+ I)V6a 
EV

3 
+ 

x_l_ (.!. +.2..) _ M2 j(j + 1) v.} (ru ) 
r4V6 E Vs E2rV3 2 2 

+M~j(j+ l){ V6 a+~ 
V3 VeVs 
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+ UMj(j+ 1) (..!..+~) 
ErV3VS E Vs 

- [r;~3 + ~~: a+ v:r (! + :J ]a+ } (TVo) 

= 0, (5) 

{ V4V6 + [~a_ ~+ UMj(j+ 1) (..!..+~)]a+ 
4V2 V2 V6 ,A V2 Vs E Vs 

_ UMj(j + 1) V6 a _ _ 1_ (..!.. +~) 
V2 V6VS,A E Vs 

_M
2
j(j+1) V}(ro )-M ,.( ·+1) 

rV2V; 3 0 V] ] 

x{_~a_~_UMj(j+l) (..!..+~) 
EV2 rV6 ErV2VS E Vs 

[ 
V3 U V6 a- 1 (1 3 )]a } + --+-- --- -+- _ (ro2 ) 

rVSV2 M V2 rV6 E Vs 
= 0, (6) 

where the following abbreviations have been used: 

VI(r) E+ 2a _M2 _ 40102 _~, 
r E r Er4 

V2(r)=E + 2a _ ll.m
2 

_ 4j(j + 1) + 40102 _ ~, 
r E rVS r E,A 

V
3
(r) E + 4a _ ll.m

2 
4j(j + 1) 9A 2 

r E-2a/r Er - ,AVs ' 
M2 r 

V4(r) E - V; - ,A(E _ 2a/r) , 

(7) 

VS(r) E + 2a + Sa l 0 2 , 

r r 
V6(r)=V2V3 - 4A 2 j~ + 1) (! + :J, 
and 

a =a ± AM + rll.m 
± - , 2Er' 

(8) 
a =a ..!.. (3AM _ rll.m ) 

± - , ± r += 2rVs 2r(E - 2a/r) . 
Further 

(9) 

Weare interested in the solutions ofEq. (5). They are rather 
complicated. However, if we consider some of the small 
terms (which are, in the electromagnetic problem, of order 
as and smaller) as perturbations, we have found that these 
coupled equations are exactly soluble. 

In order to motivate the method of solution and to inter­
pret the angular momentum quantum numbers, we begin 
with a much simpler case, namely the radial equations of two 
relativistic free particles in the center of mass frame. Even 
this case is not trivial in this form3 and provides us actually 
the tools to solve the case with interactions. 

IV. SOLUTIONS OF THE RADIAL EQUATIONS FOR TWO 
RELATIVISTIC FREE PARTICLES 

First we set all the coupling constants equal to zero: 

a=O, A=O, r=O, 0102=0. ( 10) 
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(11 ) 

(12) 

The only difference between Eqs. (11) and (12) is the term 
( - (2/ r) (roo) ) in the first part of the second equation. The 
other terms are completely symmetrical. In the dimension­
less units these equations can be written as 

{
a2 + 1- j(j+ 1) _ 2j(j+ 1)/p3 a ll"(p) 

p p2 ~ _ j(j + 1 )/p2 P Y' 
2a/p3 

~_j(j+ 1)/p2 g(p) =0, (13) 

{
a2 + 1 _j(j + 1) + 2 _ 2j(j + 1)/p3 a }g( p) 

P p2 c-j(j+ 1)/p2 P 

2a/p3 f() - 0 (14) 
~ - j(j + l)/p2 P - , 

with 

p=kr, 

4k 2= (E 2 _ M2) (E 2 _ll.m2)/E2, 

where k has the meaning of momentum in the center of mass 
frame when E is the center of mass energy 

--'- E2 -ll.m2 = E2 
e ---::---"7", o=~M /E, 

4k2 E2_M2 

f(p)=pu2(p) , g(p)=pvo(p)· 

We note the fonowing. 
(i) Except the coupling terms and the 

- 2j(j + l)/p3 a 
~_j(j+ 1)/p2 P 

terms these are the equations for the spherical Bessel func­
tions (pjl (p»). 

(ii) Although the Bessel differential equations have sin­
gularities atp = 0 andp = 00, Eqs. (13) and (14) have thus 

more singularities at p = ± E/ .Jj (j + 1). These additional 
singularities are artificial, since the original first-order equa­
tions have only the two singularities at p ~ 0 and p = 00. 

The additional singularities have been introduced in the pro­
cess of going from the first-order differential equations to 
second-order differential equations. For this reason we 
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search a regular solution of Eqs. (13) and (14) 

at p = ± E~j(j + 1). Now we try a solution of Eqs. (13) 
and (14) in the form of a series of spherical Bessel functions 
(times p). These are 

00 

!(p) = p L A"jn+s(p) , 
,,=0 

(15) 

00 

g(p) = L B"j,,+s(p)· 
a;!(p) = p f A,,(-1 + (n +s)(n2+s+ 1»)j,,+s, 

,,=0 p 
,,=0 

The first and second derivations of!( p) and g( p) are 

a,f(p) = ,,~o A,,[j,,+s(P) 

(16) 

and similar expressions for g( p). Inserting these relations 
into Eqs. (13) and (14) we obtain 

~ {[ _ j(j + 1) (n + s + l)(n + s + 2) - j(j + 1) . + (n + s)(n + s - 1) - j(j + 1) . \" ] 
"L:o p3 2(n+s)+1 J,,+s-l 2(n+s)+1 J"+S+lr" 

+ :2 [c(n + s)(n + s + 1) - j(j + 1))A" - 2aB" ]j,,+s} = 0, (17) 

~{[_j(j+1) (n+s+l)(n+s+2)-j(j+1). + (n+s)(n+s-l)-j(j+l). )B] 
"L:o p3 2(n+s)+1 J,,+s-l 2(n+s)+1 J"+s+l" 

+ :2 [c«n +s)(n +s+ 1) -j(j + 1) - 2)B" - 2aA" ]j,,+s} = O. (18) 

For n = 0, these equations give the following condition: 

_j(j+ 1) (s+ l)(s+2) -j(j+ 1). {Ao} =0. (19) 
p3 13+ 1 Js-l Bo 

The solutiuon of these individual equations gives 

s = J - 1 or s = j , (20) 

with Ao:fO; Bo:fO. We choose the positive one: s = J - 1. In order to get the recursion relations for the coefficients we 
eliminate the ( 1/ P ) -term in the first part ofEqs. (17) and ( 18). This can be done by using the following functional relations of 
spherical Bessel functions 

;J/-dP) = 21~ 1 [J/-2(P) +}/(p)]. (21) 

By inserting this into Eqs. (17) and (18) we find the following recursion relations: 

_.(. 1)[ (n+4)(n+s+2j) ]A + 1 (n+2)(n+3+2 j ) 
J J+ (2(n+4+})-I)(2(n+}+4)-3) ,,+4 2(n+}+2)-1 2(n+}+2)-3 

+ n(n+2}+ 1) \" + (n-2)(n+2}-1) A] 
2(n+}+2)+lrn+2 2(n+j+l)(2(n+j)-I) " 

+ [c(n +j+ 1)(n +}+2) -}(j+ 1»)A,,+2 -2aB"+2] =0, (22) 

-'('+1)[ (n+4)(n+2}+5) B]+ 1 (n+2)(n+2}+3)+n(n+2}+1))B 
J J (2(n+j)+7)(2(n+j) +5) ,,+4 2(n+})+3 2(n+})+1 2(n+})+5 ,,+2 

+ (n ~ 2)(n + 2) -.1) B,,] + [ _ 2aAn+2 + c(n +} + l)(n +} + 2) -}(j + 1) - 2)Bn+2] = O. 
(2(n + J) + 1)(2(n + J) - 1) 

Starting from n = - 2, with A -2 = B_2 = 0, we then ob­
tain the following relations between A2, B2, Ao, and Bo: 

} + 1 A + (c _ ) + 1 \" + aBo = 0 (24a) 
2} + 1 2 2} + 1 po } , 

(23) 

(24c) 

(24d) 

(~ __ J_' _t. __ a_ B +_J_' -A -0 (24b) 
2j + lr2 j + 1 2 2) + 1 0 - , 

The determinant of the coefficients of Eq. (24) is zero. So it 
has a nontrivial solution given by 
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A - [(1 e2j + l' A 2j + 1 B ] 
2 - - j + 1 ro - j(j + 1) a 0' (25) 

B = [- 2j + 1 aA + (1 _ £l2j + 1 )B ] . 
2 j(j + 1) 0 j 0 

Going back to the recursion relations (22) and (24) 
with n = 0 and the solution given by (25) we get 

A4=B4=0. 

Next for n = 2 we obtain 

A6=B6=0. 

This means that 

A211 + 4 =B211 + 4 , for all n>O. 

Hence the solutions of the coupled differential Eqs. (13) and 
(14) are 

f( p) = AojJ - d p) + A2jj+ 1 ( p) , 

g( p) = Boii - 1 ( p) + B2jj+ 1 ( p) , 

(26) 

(27) 

where the relation betweenA2, B2 andAo, Bo is given in Eq. 
(25). 

Physically we see thatthecomponents (PU2) and (pvo) 
of our wave functions in Eqs. (11) and ( 12) represent states 
that are superpositions of two angular momenta 1 = j + 1 
and/=i-l. 

The spectrum is given by 

E2 = 2k4 +mi 

+m~ ±~k4+k2(m~ +m~) +m~ m~. 

v. INTERACnNQ PARTICLES 

In this section we discuss a second limit of Eqs. (5) and 
( 6 ). This limit is obtained by expanding the potentials as a 
power series of air and taking the terms up to the fifth power 
of a. In the power counting 1 Ir is counted as a. This process 
gives the following set of coupled second-order differential 
equations: 

[! (E- ~2) (E- a;2) +-;-(E- M2 ~ am
2

) 

_i(j+ ~ _a
2 

+a:](ru2) _ 2~j(~+ 1) rvo(r) 

=0, (28) 

[+(E_~2) (E- a;2) + ~(E- M2~am2) 

-j(j+ 1)r+ 2 -
a2 + a:] (rvo) 

_ 2~j(j + 1) ru2(r) = 0 . 
r (29) 

Here again, the only difference between Eqs. (28) and (29) 
is the term - (2!r)(rvo) inEq. (29). The remaining terms 
are symmetrical in both equations. In the dimensionless 
units these equations are 

[ _..!.-+ 2Z _1(1+ 1) +a2]f(p) 
4 p p2 P 
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_ 2~j(j + 1) g( p) = 0 , 
p2 

[ _..!.-+ 2Z _1(1+ 1) +2 +a 2]g(p) 
4 p p2 P 

_ 2~j(j+ 1) f(p) =0, 
p2 

where 

p=u'r, 
4,t 2 = (M 2 _ E2)(E2 _ am2)IE2, 

2Z=~(E- M
2
+am

2
) 

u, 2E' 

1(1 + 1) = j(j + 1) - a2 . 

(30) 

(31) 

(32a) 

(32b) 

(32c) 

(32d) 

These equations have two singular points, p = 0 and p = 00. 

The point r = 0 is a regular singularity, while p = 00 is an 
irregular singularity. At p = 00 the equations simplify 

( _..!.-+~)(f(P»)=o, (33) 
4 dp2 g(p) 

so that the regular solution at infinity is 

( f( P»)-e - (i/2)p • (34) 
g(p) 

At P':::1.0 the equations are 

(:;2 _1(1; 1))f(p) - 2~j(;2+ 1) g(p) =0, (35) 

(~_l(l+ 1) +2) ( ) _ 2~j(j+ 1) ji( ) =0 
d

2 2 gp 2 P . P P P 
(36) 

We assume a powerlike behavior of the solution at the origin 

(f(P»)_fAo' '. 
g(p) \.sJP (37) 

Insertion of this ansatz into Eqs. (35) and (36) gives the 
following relation: 

(s(s - 1) -1(1 + 1))Ao - 2~j(j + 1)Bo = 0, 

- 2~j(j + 1)Ao + (s(s - 1) -1(1 + 1) - 2)Bo = 0 . 
(38) 

Hence the condition for the existence of a nontrivial solution 
is 

s(s - 1) = j(j - 1) - a 2 (39) 

or 

s = ! + ~ ! + j(j - 1) - a
2 

= j + fj _ ..!.-) [ 11 _ a
2 

_ 1] 
~ 2 -V (j- p2 

a 2 

... j - + O(a4
) • (40) 

2(j -!> 
This s-value is in agreement with the s-value in Eq. (17) for 
a = 0 case. In order to find a regular solution for all p's we 
writef( p) and g( p) in the form 

f(p) =e-pl'p'y(p) , (41) 

g( p) = e - pI2p'Z ( p) . (42) 

A. O. Barut and N. Unal 3058 



                                                                                                                                    

Now instead of searching a power series solution for y( p) 
and g( p) we assume a solution that is a series of confluent 
hypergeometric functions. In the free-particle case we al­
ready obtained in the previous section such a two-term series 
with orbital angular momentum I = j - 1 and I = j + 1. Ex­
cept fQr the term - 2/rg( p) and the coupling terms Eqs. 
(30) and (31) are the same as the SchrOdinger equation for 
the hydrogen atom. The Coulomb problem has the following 
solutions: 

Rn.1 ( p) = e - p/2 pi + , ,F, ( - n + 1,21 + 2; p) , ( 43) 

where F, is the confluent hypergeometric function. 
For Eqs. (30) and (31) we try again a two-term solution 

with I = s and I = s' ofthe form 

I( p) = e-p/l[Aop' ,F,( - n + s,2s;p) 

+ A2 p" + 2 ,F, ( - n + s' + 2,2s' + 4; p)], (44) 

g( p) = e- p/2[Bop' ,F,( - n + s,2s;p) 

+ B2 ps' + 2 ,F, ( - n + s' + 2,2s' + 4; p)]. ( 45) 

We shall make use of the following property of the func­
tions R nl that can be proved by using the functional relations 
of confluent hypergeometric functions: 

d 2 

dp2 Rnl(p) 

= ~ [e- p/2 pl+' ,F, ( - n + 1+ 1,21 + 2;p)] 
dp2 

= (~+.!:. + 1(1 + I))Rnl . (46) 
4 P p2 

We insert (44) and (45) into (30) and (31), and, by using 
( 46), we obtain the following relations 

[ 2Zp- n + s(s - I) ;,1(1 + 1) ]AoRn. 

+ [ 2Z - n + (s' + 2)(s' + I) -1(1 + I)]A R 
2 2 n.s'+2 p p 

2,J'( . + I) 
- J 12 [BoRn .• +B2Rn.s'+2] =0, (47) 

p 

[2Zp-n +s(s-l) -;?+ 1) -2]BoRn,s 

+ [2Z - n + (s' + l)(s' + 2) - 1(1 + 1) - 2] 
p p2 

XB~n,s'+2 

2~j(j + 1) 
----!::~...:....-~ [AoRn,s + A2Rn .• , + 2 ] = o. (48) p2 

If we choose 

2Z=n, (49) 

then the lip-terms drop out, and we get relations between 
the coefficient of Rn,s and Rn.s" The relation betweenAo and 
Bo are the same as Eq. (38). The relation between A2 and B2 
are 

«s' + l)(s' + 2) -1(1 + 1)),4.2 - 2~j(j + I)B2 = 0, 

- 2~j(j + I)A2 
+ (s' + l)(s' + 2) - 1(1 + 1) - 2)B2 = O. (50) 
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For the existence of a nontrivial solution ofEq. (50), s' must 
satisfy the following condition 

(s' + l)(s' + 2) = (j + l)(j + 2) - a2. (51) 

Hence the relation between A2 and B2, and Ao and Bo are 

A2 = ~j/ j + IB2 . (52) 

Equation (38) gives also the following solution: 

Ao = - ~j + lIjBo· (53) 

Thus the final solutions of our problem are 

I( p) = PU2( p) 

= e-P/2[Ao~j + 1 p'- ,F,( - n +L;2s_;p) 

+A2..[}p'+ ,F,( -n +s+;2s+;p)], (54) 

g( p) =p vo( p) 

= e- p/2[Ao..[}p'- ,F,( - n +L;2s_;p) 

+A2~(j+l)p'+,F,(-n+s+;2s+;p)], (55) 

where Land s + are the obtained from Eqs. (39) and (51), 
respectively. Finally the quantization condition (49) gives 
using Eq. (32) the following energy or mass spectrum: 

E2= ± 1+-M2 + 11m2 M2 -11m2 [ a2] - 112 
2 2 n2 

( 
a2) -112 =mf +m~ ±2m,m2 1 + n2 . (56) 

Here the principal quantum number n is related to the radial 
quantum number n, by 

n=n,+/o , (57) 

where 10 (the nonrelativistic label of the angular momen­
tum) is equal to 10 = j - 1 or 10 = j + 1, for the two states we 
have discus$ed. 

The bound states in E 2 are slightly below the continuum 
E 2>(m, + m2)2forthe (+) sign in the spectrum (57) and 
for the ( - ) sign, slightly above the negative continuum 
E 2«m, - m2)2. If we expand Eq. (56) in powers ofa and 
pass to from E 2 to E we obtain 

m a 2 

E(n,/) = m, + m2 - 2 ' 
2n (1 + m,/m2) 

4n3
( 1 + m/m2 ) (I +!) 

1 (mf!m2)a4 
+~ m,a

4 

8 n4
( 1 + m,/m2) 8 n4(1 + (m,/m2W 

+O(a6
) , 

1= _! + ~ (j + !)2 _ a2 

et.j - a2/(2j + I) + O(a4
) , (58) 

which shows that the mass spectrum agrees with the usual 
QED up to order a4

• But the exact expression (56) should be 
used for recoil correction to all orders in a. Usually the non­
relativistic quantum number n :sn, + j is used. But it is bet­
ter to keep n, andj separately for really relativistic systems, 
e.g., positronium, in which 1 is not quite an integer. In fact 
one of the interesting problems of relativistic two-body dy-
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namics is to find exact quantum numbers, besides energy and 
total angular momentum J, to label the states. The usual 
nonrelativistic labeling of positronium states, for example, 
as ISO' 3SI, ... means only that these states have these corre­
sponding values in the nonrelativistic limit. 

VI. THE SECOND SET. TOTAL SPIN S=O AND S= 1 
EQUATIONS 

In a similar manner we treat the second set of eight radi­
allinear equations arising from Eq. (3). We eliminate half of 
the components using the algebraic equations and obtain 
two coupled second-order equations, namely the counter 
parts of Eqs. (5) and (6). The exactly soluble part of these 
equations, up to order a4

, are the following two uncoupled 
equations: 

The free-particle solution of (59a) and (59b) are simpler 
than in the first set, Eqs. (26) and (27), namely 

pu2 ( p) = A pjj( p) , 

pVoo(p) =Bpj/p). (60) 

In Eq. (59b) the factor 6 E is given by 

Am2 _ M2 M2Am2 
6E = E2 + E4 (61) 

The solutions of (59a) and (59b), because they are uncou­
pled, can be written down immediately in terms of hydro­
genic wave functions 

pu I ( p) = Ae - pl2pl + I IFI ( - n + 1 + 1 ;21 + 2; p) , 
(62a) 

pvoo( p) = Be- p/2
/ o + I IFI ( - n + 10 + 1;2/0 + 2;p) , 

(62b) 

and the spectrum has the same general form as in Eq. (56), 

E2= + l+--~ 
M2+Am M2_Am2 ( a 2 )-112 

2 - 2 (n, + /)2 
(63) 

But the range of the angular momentum 1 is now given by 

1(1+ 1) =j(j+ 1) _a2
, for Eq. (59a) (64) 

and 

1(1 + 1) = j(j + 1) - a 26E , for Eq. (59b). (65) 

VII. COMPARISON WITH THE EXACTLY SOLUBLE 
INFINITE-COMPONENT WAVE EQUATIONS 

Infinite-component wave equations appropriate for 
two-body Coulomb systems are generalizations of the origi­
nal infinite component Majorana equation.4 They make use 
of the dynamical group SO(4,2) rather than the Lorentz 
group of the Majorana equation and account for the correct 
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degeneracy of states. They have been used to describe the 
relativistic H-atom and hadrons, and to describe many prop­
erties of these composite systems in a relativistic way, such as 
form factors and transition amplitudes in external fields. S It 
is interesting that our exactly soluble models give precisely 
the same spectrum as the infinite-composite wave equation 
for the relativistic Coulomb problem. We thus have in the 
one hand the group structure of our model, and on the other 
hand, the infinite-component wave equation acquires an ex­
plicit dynamical realization in terms of constituents. 

The wave equation is a generalized Dirac equation 

(JI"PI' + K)f/J(P) = 0, (66) 

where PI' is the total momentum of the composite system, 
and the current and mass operators are given by 

JI' =a1rl' +a2PI' +a3Pl'r4 , 

K={3r4 +r· 
(67) 

Here r I' and r 4 are the generators of the dynamical group 
SO( 4,2); PI' the total momentum of the atom. The choice of 
the constants6 

a l = 1, a 2 = a/2m2' a 3 = 1/2m2' (68) 
{3 = (m~ - mi )/2m2' r = - a(mi + m~ )/2m 

gives the spectrum 

M';=' = mi + m~ ± 2m 1m 2(1 + a 2/n2)-1/2 (69) 

which coincides with (56) or (63). 
In fact the form of infinite-component wave equation 

( 66) can be inferred directly from our basic equation (1), 
but the operatorsJI' and K have a more complicated form for 
Eq. (1); the simpler forms given in (67) and (68) corre­
spond to the exactly soluble part of our equation. The infi­
nite-component equation is very useful in treating further 
the external interactions of our composite atom because it 
treats the whole atom now as a single relativistic "particle." 

The discussion of the perturbations of order as is given 
elsewhere. 7 
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For a certain choice of pressure the equations of gas dynamics can be diagonalized, making it 
easy to calculate some first-order conserved densities of the system. Using the Hamiltonian 
structure ofthese equations, third-order symmetries are seen to exist by the Noether 
correspondence. Such higher-order phenomena are usually associated with a linearization, but 
in this case, no linearization is obvious. 

I. INTRODUCTION 

The equations of gas dynamics are 

Ut + UUx + (llp)Px = 0, 

Pt + pUx + upx = 0, St + USx = 0, 

where u,p,s are the velocity, density, and entropy, respective­
ly, of the gas. Here P is the pressure and is a function of p and 
s. When the pressure is chosen to be 

P= -1/p+s, 

it is shown that the above system has first-order conserved 
densities, that is, functions 

T(u,p,s,ux,px,sx) 

such that 

is independent of time for suitable solutions. Working in the 
spirit of the formal variational calculus, T is such a function 
if there is an X such that 

DtT=DxX, 

where Dt and Dx are total t and x derivatives, respectively. 
A symmetry for gas dynamics would be a system of 

equations 

Ur = U, Pr =R, Sr =S, 

where U,R,s depend onx,t,u,p,s and derivatives ofu,p,s. The 
symmetry is higher order if it depends on derivatives of order 
2 or more, and conserved densities with derivatives of order 
lor more are also called higher order. Finding higher-order 
symmetries and conserved densities has been a recent theme 
in the study of nonlinear partial differential equations ever 
since the astounding success of these techniques for dealing 
with the "integrable" evolution equations, such as the KdV 
equation. l

-
s Using the theory of non canonical Hamiltonian 

structures6-9 for nonlinear partial differential equations 
(which also has as its origin the integrable equations), the 
higher-order conserved density leads to a higher-order sym­
metry by an application of Noether's theorem. 

In an earlier paper, 10 similar work was done for the isen­
tropic (s = const) equations with pressure pY. There, a con­
served density 

T=Pxl(u~ - rpY-3p~) 

was found. Note that there are derivatives in the denomina-

tor, which vanishes for simple wave solutions (wherep and u 
are functionally dependent). In fact, Tmay be said to mea­
sure the "simpleness" of the solution. The conserved density 
found in this paper has a similar property. 

The isentropic equations are linearizable by the hodo­
graph transformation, and the existence of higher-order phe­
nomena may be blamed on this, because the linear equations 
have recursion operators that produce new symmetries, pos­
sibly of higher order, from given ones. In Ref. 10, some re­
cursion operators were found that guarantee the existence of 
each positive integer order. The integrable systems are also 
linearizable by the inverse scattering transform and some 
people believe that higher-order phenomena are always asso­
ciated with the ability to linearize. The system considered 
here, however, has no obvious (to this author) linearization. 

The plan of the paper is as follows. In Sec. II, it is shown 
how the equations of gas dynamics, for this particular pres­
sure, may be diagonalized. Only for pressures of the form 
F ( - P - 1 + g(s») can the diagonalization be carried out, but 
only when F is the identity function can a first-order con­
served density be found. Of course, there may be pressures 
for which the equations may not be diagonalized but which 
have first-order conserved densities. In this case the calcula­
tions become extremely long or impossible and the existence 
of higher-order phenomena is an open question. In Sec. III 
conditions are given for the existence of certain first-order 
conserved densities of diagonal quasilinear evolution equa­
tions in three dependent variables. In Sec. IV, the conditions 
are verified for the system obtained in Sec. II. Finally, in Sec. 
V, the Hamiltonian structure for gas dynamics in general is 
discussed and Noether's theorem is applied to obtain a third­
order symmetry. 

II. DIAGONALIZATION OF GAS DYNAMICS EQUATIONS 

Replace t by - t to write the equations as 

Ut = uUx + (1/p2)px + (1/p)sx' 

p, =pux + upx' St = USx' 

We will make a change of dependent variables: let a,b,c be 
functions of u,p,s. In fact if 

a = u - 1/ p + s, b = u + 1/ p - S, C = s, 
then the system becomes 

at = (b + c)ax , bt = (a - c)bx ' 

Ct = [(a + b)/2]cx' 
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The following occurs: 

(=) {: 
ap a,)(") r- ap a') (" r' P-) n bp bs p = bu bp bs p u 0 p. 

C t Cu cp Cs S t Cu cp Cs 0 0 us" 

But it is also true that 

G) ~~: 
Ub 

u<)(") r- ap :r(:) . Pb Pc b = bu bp 

S x Sa Sb Sc C" Cu Cp Cs C " 

Thus, a,b,c evolve according to 

(D, ~MG); 
where Mis 

r-
ap a,)(" r' P-) r- ap ar bu bp bs p U 0 bu bp bs 

Cu cp c. 0 0 U Cu cp CS 

=G 
p-2 

~I)G 
p-3 

P:)G 
p-2 If -2 U -2 -1 -p -p 

0 0 0 -1 

p-2 p-3 ! 
~G -p -2 ~I)G U -)C P~ P'6 _p2/2 -(,) 

0 0 0 

=("+t 0 

0) C' 0 
o ) U -lip o = 0 a-c o . 

0 U 0 0 (a + b)/2 

III. CONSERVED DENSITIES FOR A DIAGONAL SYSTEM 

A system of the form 

at = Aa", bt = Bb", c, = Cc" 

(whereA,B,C are functions of a,b,c) has a conserved density 
of the form 

T=L+~+~ 
ax bx Cx 

(wherej,g,h are functions of a,b,c) with flux 

X=Aj + Bg + Cc 
ax bx Cx 

when A,B,C,f ,g,h satisfy certain first-order partial differen­
tial equations. These are found by expanding DtT =D"X 
and setting the coefficients of 

a" ax bx bx c" Cx -,-,-,-,-,-
bx Cx ax Cx ax bx 

to zero. There is also one remaining equation. Thus there are 
seven equations 

f" 2Ab fc 2Ac 
7= B-A' 7= C-A ' 

ga 2Ba 
-=--, 
g A-B 
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and 

jAa +gBb + hCc = O. 

It should be noted that obtaining these equations is relatively 
easy because the system is diagonal. Solving Dt T = DxX 
explicitly for the first-order conserved densities of an arbi­
trary quasilinear first-order system is usually impossible. 

IV. THE FIRST -ORDER CONSERVED DENSITIES 

Consider the choices 

A=b+c, B=a-c, C=(a+b)/2. 

Note that the seventh equation disappears since Aa = Bb 
= Cc = O. The other six are readily solved, giving 

j= a(a)(a - b - 2c)-2, 

g =/3(b)(a - b - 2C)-2, 

h = y(c)(a - b - 2c)-2, 

where a,/3,y are arbitrary functions of one variable. Note 
that since 

a - b - 2c = - 2/p, 

j,g,h can also be expressed as 
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i=a(a)p2, g=P(b)p2, h=r(c)p2. 

Hence the first-order conserved densities are of the form 

T=p2( a(a) + P(b) + r(c) ) = numerator. 

a" b" c" a"b"c" 
The denominator of T vanishes only when two of a,b,c are 
functionally dependent. For example, if band c were depen­
dent then 

0= b,c" - b"c, = Bb"c" - b"Cc" = (B - C)b"c" 

would imply that a"b"c" = a" . 0 = O. Thus, these con­
served densities measure the degree of dependence among 
a,b,c. 

It is easy to write T completely in terms of u,p,s using 

a" =u" +p~2p" +s", 

b" = U" _p-2p" -s", c" =s". 
Two special cases are interesting. For a = 1, P = - 1, and 
r=O, Tis 

2( b" -a,,) 2 _2p-2p" 
P b =p 2 -2 2 

a" " u" - (p p" + s" ) 

= -2( u~ _ (P~;P" +S,,)2)-

The - 2 is irrelevant. Except for the minus sign in the de­
nominator, this agrees with the conserved density in Ref. 10 
with r = - 1, in the pressure pr, when entropy is constant. 
In this paper, pressure is - p -1 + s, and the difference of 
signs in the pressures leads to different signs in the denomi­
nators of the conserved densities. If a = 1 = P and r = 0, 
then Tbecomes 

2( a" + b" ) 2( U" ) P b = 2p 2 -2 2 ' 
a" " u" - (p p" + s" ) 

which has no analog in Ref. 10. However, r = - 1 is actual­
ly a singular value for r and the isentropic equations have 
more higher-order symmetries and conserved densities for 
r = - 1 than for general r. 

v. HAMILTONIAN STRUCTURE 

It can be verified using Olver's methods ll that 

(
U) (0 D" - S"IP) (au) 
p = D" 0 0 ap Hpu2 + E(P,s») 

s, s"lp 0 0 as 
provides the gas dynamics equations with a nonlinear Ham­
iltonian structure. The internal energy is E(P,s) and the ki­
netic energy is ! pu2

, hence the Hamiltonian function is the 
total energy. Expanding the above gives 

3063 

Ut = uu" + EppP" + (Eps - (llp)E.)s", 

Pt =pu" + up", s, = us". 
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This shows the one-to-one correspondence between E and P 
given by 

Epp = (llp)Pp' PEps - Es = Ps· 

These equations are compatible for any choices of E or P 
since 

(PEpp). = (pEps -E.)p' 

for all E. For the pressure used in this paper, the correspond­
ing E is 1/2p - s. This is a potential energy term possibly 
arising from electrical forces among the gas particles. 

Noether's theorem says that 

G}~(~p ~ 
is a symmetry, whenever Tis a conserved density. Here, the 
E 's are Euler operators or variational derivatives when Tis 
first order or more. The symmetry can be expressed in the 
a,b,c coordinates by making a change of variables: 

G), -(~p ~ -t)(!} 
where J is the Jacobian matrix 

(:: ~ ::). 
Cu cp c. 

Completely expanding the above is an absurdly long calcula­
tion but it is simple to obtain the highest- (third-) order 
terms: 

(D, ~ ~~;; 0 ::~;} IDwcr~rder terms. 

Thus the gas dynamic equations have plenty of third-order 
symmetries. 
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B. A. Kupershmidt 
The University of Tennessee Space Institute, Tullahoma, Tennessee 37388 and Center for Nonlinear 
Studies. Los Alamos National Laboratory, Los Alamos, New Mexico 87545 

(Received 1 May 1986; accepted for publication 20 August 1986) 

The symplectic two-cocycle on the semidirect product Lie algebra g<2< ( WEB V * EB V) is shown to 
be canonically related to the dual spaces of the Lie algebras (a) g<2«WEB (g<2<V») and (b) 
g<2«W EB (g<2<V*»). This fact (a) explains the second Poisson bracket forirrotational 4He and 
(b) leads to a derivation of a new nonlinear Poisson bracket for rotating 4He. 

I. INTRODUCTION 

The dynamics of the majority of conservative contin­
uous systems is governed by the elementary Hamiltonian 
formalism associated with semidirect product Lie algebras 
invariably of the form D n <2< V, where D n is the Lie algebra of 
vector fields on Rn (n is the dimension of the physical space), 
and V is a subspace in the space of tensor fields on Rn. The 
only known exceptions to this experimental principle are 
quantum fluids in general, , and four types of superftuid heli­
um in particular.2,3 The new features appearing in the Ham­
iltonian description of these exceptional systems are (A) a 
symplectic form on V, which is a two-cocycle on Dn <2< V, in 
the cases ofirrotational 4He and rotating 4He, and (B) in­
stead of a subspace V in Dn <2< V, one has a non-Abelian Lie 
algebra Lin Dn <2<L, in the cases of spinless 3He-A, 3He-A 
with spin, and general quantum fluids. 

A systematic Lie algebraic analysis of various math­
ematical phenomena involved in the Hamiltonian descrip­
tion of quantum fluids is the purpose of the series of papers of 
which this one is the third, In the first two papers I examined 
symplectic two-cocycles on semidirect product Lie alge­
bras,4 and described generalized Clebsch representations for 
them,5 Here I study the last unexplained observation in the 
description of irrotational 4He [referred to in the feature 
(A) above]: the transformation from the symplectic two­
cocycle description in the space with the condensate phase 
variable, into the cocycleless description in the space with 
the superftuid momentum density variables. 

To be more specific, let us start with the first Poisson 
bracket formula for irrotational 4He [formula (5) in Ref. 3] : 

{H,F}-{ 8F [(Mlak +aIMk )( 8H) 
8Mk 8MI 

+ (8F 8H _ 8F 8H). 
8a 8p 8p 8a 

(1.1b) 

The notation used here is al = a laxl, where (x" ... ,xn) 
are coordinates in Rn (n<3 as a rule); 
( • ),1 = a( . )laxl,l<k,i<n, and the sum is taken over re-

peated indices; M = (M" ... ,Mn ) is the total momentum 
density of the normal flow; p is the mass density; u is the 
entropy density; a is the condensate phase that defines the 
curl-free superftuid velocity r as r = Va; 8H /8( .) denotes 
the variational derivative of H with respect to ( . ); - means 
equality modulo total derivatives ("divergences"). 

The part ( 1.1a) of the Poisson bracket ( 1.1) is the natu­
ral bracket associated to the dual space of the semidirect 
product Lie algebra 

g(4Hen,) = Dn <2«Ao EB An EB AO), 

with the commutator 

[(X;/; p;a), (X;!; p;a)] 

= ([X,x];X(f) -X(f); 

X( P) - X( p);X(a) - X(a»), 

( 1.2) 

(1.3 ) 

where: A k = A keRn) is the C QO (Rn)-module of differential 
k-formsonRn;X,xEDn;/,a,f,a,eAo;p,peA n; the (Liederiv­
ative) action of Dn on Ak is denoted X( . ) for XEDn and 
( . lEAk; the dual coordinates on (g(4Hen,»)* are Mk to 
akEDn,p to leAo, a to dx, A'" AdxneAn, uto leAo. 

The part (1.1 b) of the Poisson bracket (1.1) corre­
sponds to the following two-cocycle on the Lie algebra 
g(4Hen,) (1.2): 

w(X;/;p;a),(X;!;p;a»)= -fP +p] (1.4) 

Thesecond Poisson bracket formula for irrotational 4He 
[equivalent to formula (9) in Ref. 3] is 

{H,F}-~[(Mlak +aIMk )( 8H) +pak(8H) 
8MK 8MI 8p 

+ (Plak +aIPk)(!~) +uak(~~)] 

[
8F 8F 8F ] + 7"- alP + ~(Plak + alPk ) + - alu 
up uPk 8u 

( 8H ) 8F [ (8H) X 8M
I 

+ 8P
k 

(Plak + alPk ) 8P
I 

( 1.5) 

with P = (P" ... ,Pn ) being superftuid momentum density: 

Pk =pa,k' l<k<n. (1.6) 

The Poisson bracket (1.5) is the natural bracket associated 
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to the dual space of the semi direct product Lie algebra 

g(4He",)' =D"Q«AoE& (D"Q<Ao»), (1.7) 

with the commutator 

[(X;a;Y;/)'(X;a;y;l) ) 

= ([xl' );X(a) - X(a); 

[X,Y) - [X,Y) + [Y,Y); 

(X + y)(l) - (X + Y)(/»), ( 1.8) 

where X,xeD,,; a,aeAo; Y,YeD .. ;J.feAo; and dual coordi­
nates on [g(4He .. ,)']* are Mk to akeD .. , (T to leAo, Pk to 
akeD .. ,p to leA°. 

It is easy to check out that the first Poisson bracket ( 1.1 ) 
and the second Poisson bracket (1. 5 ), describing the same 
irrotational 4He, are compatible with respect to the relation 
(1.6). I can now formulate precisely the problem addressed 
in this paper: What is the nature of the map (1.6) and of the 
Lie algebra (1.7), and why does this map produce this Lie 
algebra out ofthe Lie algebra (1.2) together with the sym­
plectic two-cocycle (1.4) on it? The answer, given by 
Theorem 3.3, asserts, roughly speaking, that if g is a Lie 
algebra acting on spaces Wand V, then the natural Hamilto­
nian map between the symplectic space V* E& Vand the dual 
to the Lie algebra gQ< V can be extended into a Hamiltonian 
map between the dual to the Lie algebra gQ« WE& V* E& V) 
together with the symplectic two-cocycle on it, and the dual 
to the Lie algebra gQ« W E& (gQ< V»), with g acting on itself in 
the adjoint representation. This result, incidentally, provides 
the first general class of Clebsch representations ( = Hamil­
tonian maps) for semidirect products gQ<L with non-Abelian 
L. 

The paper is organized as follows: To make the presen­
tation reasonably self-contained, for the reader's conven­
ience I summarize in the next section the basic ingredients of 
the modern Hamiltonian formalism. (Details can be found 
in Ref. 6, Chap. VIII.) In Sec. III, the main result of this 
paper is proved (Theorem 3.3), in the spirit of paper II in 
this series.s Section IV is devoted to applications. First, for­
mulas ( 1.6) and ( 1.7) for irrotational 4He are shown to be a 
particular instance of Theorem 3.3. Then we analyze the 
case of rotating 4He. This analysis shows that one needs a 
complementary version of Theorem 3.3, and such a version 
is then established (Theorem 4.1). Applying Theorem 4.1 to 
the case of rotating 4He, we find for this case a new nonlinear 
Poisson bracket [( 4.27») in the space of the physical vari­
ables. 

II. HAMILTONIAN FORMALISM 

LetKbe a commutative algebra. Letal> ... ,a .. :K ..... Kben 
commuting derivations. Let G be a discrete group acting by 
automorphisms on K, and suppose that the actions of G and 
a's commute. Such K is called a differential-difference ring. 
Let lbe a countable set. Set C = K [ q~glv) ], iel, geG, veZ"+ , 
and extend G and a 's to act on C by the rule 

h(q~g,V» = q~hglv), 

al"(qfg,v» = q}gll" + v), heG, lleZ"+, 
(2.1 ) 

3065 J. Math. Phys .• Vol. 27. No. 12. December 1986 

where 

(±a)I"= (±al )I"I ... ( ±a,,)I"· 

for Il = (IlI'''',If .. ), and h(') is the image of (.) under the 
automorphism h, heG. 

Let N be a natural number or 00, T a differential-differ­
ence ring. Then TN consists of column vectors with only 
finite number of nonzero components. An operator E: 
TN ..... T M is a map of the form 

finite sums; a bilinear operator TN, X TN, ..... TN, is defined 
analogously. An algebra structure on TN is a bilinear opera­
tor TN X TN ..... TN. The associative ring of operators 
TN ..... TN, and the corresponding Lie algebra, are both de­
noted Diff(TN

). 

Trivial elements in T are defined as elements from 

" Im~ = LImas + L Im(g-e), 
s= I geG 

where e is the unit element of G; we write a - b if (a - b) is 
trivial. 

A bilinear form on TN is an operator w: TN X TN ..... T. 
To each bilinear form w one uniquely associates an operator 
b",: TN ..... TN, acting by the rule 

w(X,y) _Xtb", (y), 

so that if 

then 

(2.3) 

(b"')ij =g-I( - a) I"w i,g,pli.h.vh avo (2.4) 

The form w is called symmetric (resp. skew symmetric), if 
w(X,y)-w(y,x) [resp. w(X,Y)- -w(y,x»). The form 
w is symmetric (resp. skew symmetric) if and only if the 
corresponding operator b", is symmetric: (b",)t = bO) [resp. 
b", is skew symmetric: (b DJ ) t = - b", ]. Recall that for an 
operator E: TN ..... T M, the adjoint operator Et:TM ..... T N is 
uniquely defined by the equation 

vtE(u) _ [Et(v) ]tu, ueTN, veTM, (2.5) 

so that 

(2.6) 

and 

(2.7) 

A Lie algebra structure on K N is an operator 
KNXKN ..... K N,[ , ):X X Y~[X,Y], satisfying the follow­
ing conditions: 

[X,Y) = - [y,x) (skew symmetry); (2.8) 

[X,[Y,Z)) + c.p. = 0 (Jacobi identity), (2.9) 

where "c.p." stands for "cyclic permutation"; 

the properties (2.8) and (2.9) remain true under any 
(differential-difference) extensionK':::>K. (2.10) 
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A skew-symmetric form (U on a Lie algebra 9 = K N is 
called a (generalized) two-cocycle on 9 if 

(U(X,[ Y,Z]) + c.p.-O, VX,Y,Zeg. (2.11) 

A derivation X of Cover K is called evolutionary if it 
commutes with the actions of G and a's, so that 

X = " ga vex. )_a_ x.. = X(q.) q.' = q~eIO) £.. '!I (glv) , I' I' I' I • 
uq; 

(2.12) 

The set of all evolution derivations is a Lie algebra denoted 
Dev(C). 

Set N = II I. The Euler-Lagrange map 8 = 8/8q: 
C - C N, defined by the formula 

( 8H) = 8H = Lg-1( _ a)v(~), (2.13) 
8q; 8q1 aq~glv) 

annihilates 1m ~ in C: 8(1m~) = 0, while 8H /8q; is 
called the variational derivative of H with respect to q;. For 
XeDev(C), HeC, 

(2.14 ) 

("formula for the first variation"), where "t" stands for 
"transpose," and 

(2.15) 

A map r: C -D eve C), Hf--+XH , is called Hamiltonian if 
there exists an operator B: C N _ C N such that 

XH =B(:); 

{H,F} - - {F,H} (skew symmetry), 

(2.16) 

(2.17) 

where the Poisson bracket {H,F} is defined as X H (F); 

X{H.F} = [XH,xF]; (2.18) 

Properties (2.17) and (2.18) remain true for arbitrary ex­
tension K ' ::) K. 

The property (2.18) is equivalent to 

{H,{F,s}} + c.p.-O, (2.18') 

for any H ,F,SeC' = K ' [ q~glv) ]. The property (2.17) is 
equivalent to B being skew symmetric: B t = - B, while 
(2.18) can be reduced to a set of quadratic equations on the 
matrix elements of B. 

Let C1 =K [pjK1V)] , jeJ, geG, veZ"t.. A (differential­
difference) homomorphism cI»: C-C1 is a homomorphism 
over K that commutes with the actions of G and a's: 

(2.19) 

If r 1: C 1 - D ev ( C 1)' Ff--+X F is a Hamiltonian structure 
in the ring Cl> then the map cI» is called Hamiltonian (also: 
"canonical") if, for any HeC, the evolution derivations X H 

in C andX<I>(H) in C1 are cI» compatible: cl»XH = X<I>(H) cI». If 
B 1 is a Hamiltonian matrix in C 1 such that 
XF = XF (p) = Bl (8F /Bp), then cI» is Hamiltonian if and 
only if 

cI»(B) = D(<I»B1D(<I»\ (2.20) 

where 

(2.21 ) 
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and D(<I» is the Frechet derivative of <1>: 

- iJ<I>l 
[D(cI»)]q = Dj(cI»/) = "--I-gav. 

£.. aqjKV) (2.22) 

An operator aga v: C _ C is called q independent (resp. q 
linear) if aeK (resp. if a = 1: a/,h,pqV' 11'), a ... eK). An opera­
tor is affine if it is a sum of a q-independent and a q-linear 
operator. The same terminology applies to sums of opera­
tors, and to matrix operators. 

Let B = B 1 + b be an affine operator: C N _ C N, with B 1 
being q linear and b being q independent. We make K N into a 
(differential-difference) algebra setting 

irlX,Y]-XtB1(y), (q)/:=q;, X,YeK N
• (2.23) 

Conversely, given an algebra structure on K N
, (2.23) de­

fines a q-linear operator B I. The relation between affine 
Hamiltonian operators and two-cocycles on Lie algebras is 
one-to-one: given a Lie algebra 9 and a two-cocycle (U on it, 
we set B = B 1 + b." with B 1 defined by (2.23). Conversely, 
given an affine Hamiltonian matrix B = B 1 + b, the same 
formula (2.23) defines a Lie algebra structure on K N while 
(2.3) defines a two-cocycle (U via b., = b. 

III. INTERIOR CLEBSCH REPRESENTATIONS 

Letg =KNbeaLiealgebra, W=K N" V=KN'.Let Ip: 

9 - Diff( W) and 2p: 9 - Diff( V) be two representations of g. 
Representation 3p : 3p (X) = - 2p (X)\ Xeg, of 9 on 
V*: = K N2 is called the dual representation of 9 on V* (Ref. 
4,Proposition3.3). LetQl = g<1« We V* e V) be the semidi­
rect product of 9 with We V* e V, and let B ~ be the natural 
Hamiltonian matrix associated by (2.23) with the Lie alge­
braQl: 

(3.1a) 

(3.1b) 

in the ring 

C - K [q(glv) c(glv) r(glv) 2 (glv)] 
1- k 'I 'j tAj , 

1 <k<N; 1 <i<N1, 1 <.j<.N2 , (3.2) 

which plays the role of the functions on "the dual space to 
Ql'" where X,Yeg, u1,Vtew, U2,V2eV, u3,v3eV*, and 
[X' ( ) L: = p(X)( ). 

Let (U be the symplectic two-cocycle on Qt, with 

b. ~q ~ ~ ~), (3.3) \0 0 -1 
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and let the corresponding affine Hamiltonian structure B I in 
CI be defined as 

BI=B~+b",. (3.4) 

Let g = g<1«WED (g<1<V») be the semidirect product of g 
with WED (g<1< V), and let B I be the associated Hamiltonian 
structure in the ring 

C - K [q(glv) c(glv) p(glv) A (glv)] 
- k'" k , j , 

1 <.k<.N, 1 <.i<.NI , 1 <.j<.N2: 

Lqk[X,Yh + Lc,(X'vI - Y'u I ), 

+ L Aj (X'V2 - Y'u2 )j 

+ L Pk ([X,yh - [Y,xh + [x,yh) 

(3.5) 

(3.6a) 

(3.6b) 

wherex.yeg, and the rest of the notation in (3.5) and (3.6) is 
the same as in (3.2) and (3.1). 

To prepare the grounds for the desired Clebsch map 
cI>:C ..... CI, we need the following result. 

Lemma 3.1: Letp: g ..... Di1f(T) be a representation, with 
T = K M, and with 

P(X) = ~ pk;g.vlll.O" X (h 100)gA a... pk···eK. 
a/J k.. aP k ... 

Define the map \1: TXT ..... g, u X l>--+U\1V, by 

(u\1vh = L h -I( - a) 0"( p~;r'h·O"vau~g,v». 

Then 

v~(X) (u) -X'(u\1v), u,veT, Xeg. 

Proof: We have, by (3.7), 

cI>(ql) cI>(c, ) 

bqkfll bq"", 
4>(qk) 

4>(ct ) bCt91 0 

D~k 
0 L Dr, br.q, 

4>(Pk) 
a a 

D~k 
+ ~ DAa b)..dl 

4>(Aj ) b)../ll 0 
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(3.7) 

(3.8) 

(3.9) 

V~(X)(u) = L va p~.vlh·O"XkhIO")U~glv) 

_ LXkh -I( _ a) 0"( p~.vlh'O"Vau~glv». • 

Remark 3.2: The property (3.9) uniquely defines the 
product u\1v. 

Denote by r ,..teC f· two vectors with components rj and 

Aj , respectively. Set T = V ® CI, p = 2p in Lemma 3.1 and 
K 

define 

(3.10) 

Theorem 3.3: Define a homomorphism cI>: C ..... CI by the 
formulas: 

4>(qk) = qk' 4>(c,) = Co 4>(Pk) = ~ k, 
(3.11) 

4>(Aj ) =Aj , 1 <.k<.N, 1 <.i<.NlJ 1 <.j<.N2• 

Then the map cI> is Hamiltonian between the Hamiltonian 
structures B ='B I in C and BI = B ~ + b", in CI' 

Proof: We have to check out the equality (2.20). From 
(3.11), we find the Frechet derivative D( if;) to be 

q. c, rl AI 

4>(qk )(tS: 0 0 0) 
D(if;) = 4>(c,) 0 tS~ 0 0 

4>(Pk) 0 0 D~k/Drl D~k/DAI 

4>(Aj ) 0 0 0 tS{ 
(3.12) 

Using (3.3) and (3.4), we write the matrixBI in the form 

Aj 

q. (bq,qk bq.c, bq'YJ bqo,J..J), 
C, bC"'k 0 0 

r bOO £~ I YRk U, 

41 b)..t9k 0 - tSJ 0 

(3.13) 

where b .. , are the corresponding matrix elements of the ma­
trix B ~ in (3.1). Hence, for the matrix in the right-hand side 
of (2.20) we obtain 

4> (PI ) 4> (A. ) 

(D~/r ~ bqky• Dra 
bq,.;.., 

(D~/r + ~ bq,.;.. DAa 

0 0 (3.14) 

L D~k (D~/r D~k --
a Dra DAa Dr. 

- L ~k (D~lr 
a DAa Dra 

-(:;r 0 
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To show that the matrix (3.14) equals the matrix ~(B) in 
the left-hand side of (2.20), we apply each ofthese matrices 
to the vector (Y,v I , y,V2)/, multiply the result from the left 
by the row vector (X,u 1,x,U2), and then show that the result­
ing expressions differ at most by an element froql 1m ~ . 
Since ~ in (3.11) acts identically on the q's, c's, andA 's, and 
the left-hand sides oftperow (3.1a) and the row (3.6a) are 
the same, it remains to verify the following relation: 

(3.151) 

- IXk [bqky.(:: r + bq0.(~;: r] (YI) (3.1Sa) 

(3.1Sb) 

~ [ D'" k (D'" l)t D'" k (D'" I )t] + ",-Xk -- -- --- -- (YI) 
Dra DAa DAa Dra 

+ I[Xk ~: (v2.) -U2j(~~;r(YI)l 
To check (3.15), we use the following identities: 

D"'k A Dr
j 

= Ih -I( _a)U2p~g,vlh,u A.ta u, 

D"'k A __ = ~ h -I( _a)U2p !<;g,vlh,u r(glv) 
D)" "'- ,. s' 

J 

(X'r)j = I(D"'k )\Xk), reV, 
DAj 

(3.1Sc) 

(3.1Sd) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

with notation from Lemma 3.1. Since "'k = (r\i'Ah, for­
mulas (3.16) and (3.17) follow at once from (3.8). Now, 
from (3.7) we get 

= I (~:: )\Xk) [by (3.17)], 

which is (3,18). At last, 

A I(X'V) = As 2p~g,vlh,U X ~h lu) vJ glv) [by (3.7)] 

_ I Vj g.-I ( - a)V 2p~g'vlh,0" AshaU(X
k

) 

- I vj ( ~: r (Xk ) [by (3.16)], 

which is (3.19). 
We start with (3.1Sd): 

which is the fourth term in (3.151). 
Next, for the third term in (3.151) we obtain 

= I(r\i'Ah [x,yh -A I( [x,y] 'r) [by (3.9)] 

[by (3.18)] 

which is (3.1Sc). 
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Further, for (3.15b), we get 

D~k D'l!k 
LXk n., bYa'lI(~) + LXk DA b,ta'll(~) 

~ra a 

-L(:: )\Xk)'bYa'lI(Y') + L(~:: )\Xk)'b,ta'lI(Y') 

--Ly,[bq",.(~:r +bqyt.(~~:r](Xk) [since (bYa'lY= -bq",., (b,ta'll)t= -bqyt.], 

which equals minus the expression (3.15a) with (X,y) changed into (Y,x): and this is exactly the relation between the first 
and the second term in (3.151). Thus, it remains only to compare (3.15a) with the firstterm in (3.151). Denote by by (X) and 
b,t (X) the following vectors: 

[by(X)]a = LbYa'lk(Xk), [b,t(X)]a = Lb,ta'lk(Xk), (3.20) 

Then, we transform (3.15a) as 

LXk[bqkY.(~:r +bq~.(~;:r](Y,) 
- - LbYa'lk(Xk){~:r (y,) - Lb,ta'lk(Xk )' (~;:r (y,) 

--At(Y'by(X»-b,t(X)t(Y'r) [by (3.19) and (3.18)] 

-(Y'A)tby(X) - (Y'r)tb,t(X) [since the dual representation 3p (X) = _2p(X)t, VXeg] 

- -r(X'(Y'A»)+At(X'(Y'r») [by (3.1b) and (3.1a)] 

_ -r(X'(Y'A»+r(Y'(X'A») [by 3p (Y) = _2p(Y)t] 

= -r([X,Y]'A) (since 2p is a representation)-At([X,Y]'r) 

and this is precisely the first term of (3.151). • 
Remark 3.4: The reader may have wondered if the same 

<I> will provide a more general, non-Abelian, Clebsch map 
betweenLiealgebrasg<2c(WED (~<2cV»)and g<2c( WED V· ED V), 
with a dift'erent Lie algebra ~ acting on Vin addition to g. The 
answer appears to be negative, as may be seen from the fol­
lowing example. Take G = {e}, n = 1,8 = 8 1, 9 =D1• For 
each Aek = Ker 8 IK' denote V,t the space K 1 with the fol­
lowing action of D 1: 

X:/~X8(/) +A/8(X) = :L~(/). (3.21) 

Since 

gL~(/) =g[X 8(/) +A/8(X)] 

-/[ -8(Xg) +Ag8(X)] 

= -/[X8(g) + (l-A)g8(X)], 

we see that 

(V,t )·z V\_,t. (3.22) 

Let us take W= {O}, V= V..ttandconsider V,t also as V ... for 
some p,ek, with respect to the action of another copy of 
g=D\ (every V,t isafreeone-dimensionalK-module).Ap­
plying the map (3.11) with 

~ =p,A 8(r) - (l-p,)r8(A), (3.23) 

we can easily see that this map is Hamiltonian iff p, = A. 
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Remark 3.5: Combining our Hamiltonian map 

<1>: C (g<2c(W ED (g<2cV»») • ..... C\ «(g<2c( WED v· ED V) ).) 

with the Hamiltonian map 

C\«(g<2c(WED V·ED V»)·) ..... C2(WED W·ED V·ED V) 

given by Theoreni 3.2 in Ref. 5, we find a genuine canonical 
representation for the dual space to the Lie algebra 
g<2c( WED (g<2c V»). 

Remark 3. 6: IfN = dim g<dim V· = N2 and ifourmap 
<I> is injective, we can think of the Hamiltonian structure in C 
as being the restriction from the Hamiltonian structure in 
Ct. (In the finite-dimensional case, the dual process, in the 
language of manifolds, is called "reduction.") In practice, 
however, the inequality N <N2 is rarely available, as we shall 
see in the next two sections treating irrotational 4He and 
rotating 4He. 

IV. APPLICATIONS TO 4He 

We start with the case of irrotational 4He first. To derive 
formulas (1.5)-( 1.7) for the second Poisson bracket out of 
the data ( 1.1 )-( 1.4) describing the first Poisson bracket, we 
set 

(4.1 ) 
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The action of Dn on V = A ° is given by 

p(X)(U) = LXkU,k, X= LXkakeDn. 

Hence, by (3.9) 

vp(X)(u) = LVXkU,k = LXk(VU,k)' 

which means 

(u\.?vh = VU,k' 

In particular, by (3.10), 

'11k = (r\7Ah = Ar,k' 

and the map (3.11) becomes 

(4.2) 

(4.3) 

<I>(Mk ) = M k, <1>(0") = 0", cI>(Pk ) = pa,k' <1>( p) =p, 
(4.4) 

where new notations, in addition to the nonrotating 4He 
case, are 11' is the relative normal momentum density; and a is 
the vorticia1 part of the superfluid velocity v', which, 
for rotating 4He, is not curl-free anymore, i.e., v' = a - Va. 

The bracket (4.6) splits oft'in two separate brackets: 
(4.6a) and (4.6b). The bracket (4.6b) is the natural bracket 
on the semidirect product Lie algebra 

92 = Dn<2<Ao, (4.7) 

and we shall not need this part for some time. The bracket 
(4.6a) is of the formB I = B~ (91) + b, whereB~ (gl),given 
by (4.6al), is naturally associated with the semidirect prod­
uct Lie algebra 

91 =Dn<2«An-IEDAoEDAn), (4.8) 

while b, given by (4.6a2), is the symplectic two-cocyc1e on 
the AO ED An_ part ofiit. [Notice the transposition of An and 
A ° in contrast to the nonrotating 4He case, which is responsi­
ble for formulas (1.1 b) and (4.6a2) having opposite signs.] 

From Theorem 3.3 we conclude that there exists a sec­
ond Poisson bracket description of rotating 4He. Let us find 
it. From (4.8) we see that 

g=Dn, W=An-t, V=An, V*=Ao, (4.9) 

and that the sign of the two-cocycle (4.6 a2) is correct, i.e., it 

3070 J. Math. Phys., Vol. 27, No. 12, December 1986 

if we adjust our notation to 

qk=Mk, c=c1 =0", Pk=Pk, r=a, A=p. 
(4.5) 

Formula (4.4) is exactly (dual to) the map 0.6). By 
Theorem 3.3, the Hamiltonian map <I> relates the Hamilto­
nian structure on the dual space to the Lie algebra 
g<2«WED (g<2<V») = Dn <2«AoED (Dn (XAo») [which is the Lie 
algebra 9 (4Henr )' in ( 1.7)] to the Hamiltonian structure on 
the dual to the Lie algebra g<2< ( W ED V * ED V) 
= Dn <2< (A ° ED An ED A 0) [which is the Lie algebra g(4f1enr ) 

in (1.2)] accompanied by the symplectic two-cocycle on 
V * ED V = An ED A ° [ which coincides with ( 1.4) ]. The reader 
can see how easily all the complexities apparent at the first 
encounter with the second Poisson structure of irrotational 
4He, disappear at once when viewed from the general point 
of view provided by Theorem 3.3. 

The case of rotating 4He is more instructive. The Pois­
son bracket in this case [formula (14) in Ref. 3] is 

(4.6al) 

(4.6a2) 

(4.6b) 

is the same as in (3.3). Theactionofg=Dn on V=Anis 

(LXkak)(tl.Idnx) = L(Xktl.l),k dnx, 

dnx: =dx1 /\ "·/\dxn· 

Hence, by (3.9), 

(4.10) 

vp(X)(u) = LV(XkU),k- - LXk(UV,k)' (4.11) 

Thus 

(u\.?vh = - UV,k, (4.12) 

so that 

'11k = (r\7A)k = - rA,k' 

Therefore, the map (3.11) becomes 

<I>(Mk ) = M k, <I>(al ) = a/O 

<1>( Pk) = - pa,k' <I>(a) = a, 

with the identification 

qk =Mk, Ci =a/O r=p, A =a. 

(4.13) 

(4.14) 

(4.15) 

However, (4.14) is not what we would like to have, since we 
want to exchange a for p keeping the density p intact, and not 
the other way around. The reason for this misfortune is 
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clear: our Theorem 3.3 exchanges V· for 9 while we would 
like instead to exchange V for 9 or, equivalently, to be able to 
change the sign in the symplectic two-cocycle (3.3). The 
remedy, then, is equally clear. 

Theorem 4.1: Let 

C' = K [q~g'V),cig'v),p~g'V),YJg,v)] (4.16) 

serve the Lie algebra 

g' = g~(We (g~V·»), (4.17) 
and let the Hamiltonian matrix B ' = B I' in C' be associated 
by (2.23) with g': 
LqdX,Yh + LC/(X' VI - y. u I )/ 

+ L Yj(X' V3 - y. u3 )J 

+ LPd[X~h - [Y,xh + [x~h) 
+ L Yj(x' v3 -Y' u3 )j 

(4.18a) 

(4.18b) 

~(c,) 

o 

o 

o 

Again, applying ~(B') from the left-hand side of (2.20) and 
the matrix (4.21) from the right-hand side of (2.20) to the 
vector (Y,VI~,V3)t, then multiplying the result from the left 
by the row vector (X,u 1,x,U3 ), using (4.18) and the already 
proved formula (3.15), we are left with the following rela­
tion to check out: 

(4.22) 
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with X,Y,x,yeg, ul,vleW, u3,v3eV·. In the notation of 
Theorem 3.3, define the map ~: C' ..... CI by 

(4.19) 

Then the map ~ is Hamiltonian. 
Proof: We follow the Proof of Theorem 3.1. To check 

(2.20), we first find 

q. C, Y, Al 

~(qk) 0 0 0 

D(~) = 
~(CI) 0 8~ 0 0 I 

(4.20) 
D'lIk D'lIk 

~(Pk) 0 0 --
Dr, DAI 

~(YJ) 0 0 8! 
J 

0 

Using B I written in the form (3.13), for the right-hand side 
of (2.20) we obtain 

~(Y.) 

Lbqkr·(~~r 
+ L bq~.(~;~ r 

o (4.21) 

I 

This relation can be verified as follows: 

L YJ(x' V3 -Y' u3 )j 

= rex . V3 - Y . u3 ) - - (x . y) tV3 + (y . Y)'u3, 

[ taking the adjoint representation to 3 P ] 

= _ L V3
J

( D'lIk )t (Xk) 
DAJ 

+ LU3J ( ~~; r(Yk) [by (3.18)] 

( 
D'lIk ) (D'lIk )t --Lxk -- (v3J )+Lu3J -- (Yk)' 
DAJ DAJ 
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which is the right-hand side of (4.22). • 
Now we are in a position to obtain the correct form of 

the second Poisson structure for rotating 4He. Applying the 
map cJ> from (4.19), we get, using computations (4.10)­
(4.13 ), 

cJ>(Mk ) = Mk, cJ>(al ) = at> 

cJ>(Pk) = -pa,k' cJ>(p)=p, 
(4.23) 

with the identification (4.15). Hence, we obtain the natural 
Hamiltonian structure associated, by Theorem 4.1, with the 
Lie algebra 

[Dn&(An-l tB (Dn&Ao»)] tB [Dn&Ao], (4.24) 

the second summand in the square brackets being the un­
changed Lie algebra ih from (4.7). The Poisson bracket as­
sociated with (4.24) is 

(4.25a) 

(4.25b) 

Since the superftuid velocity r equals a - Va, the corresponding superftuid momentum density P is given by 

Pk =pak +Pk' (4.26) 

so that 

Therefore, to get the second Poisson bracket for rotating 4He, we have to make an invertible change of variables P = pa + p, 
resulting [by formula (2.20)] in the desired expression 

The bracket (4.27) is no longer linear, having the qua­
dratic term (4.27a') in it. 

ACKNOWLEDGMENT 

This work was partially supported by the National 
Science Foundation and by the U.S. Department of Energy. 

IV. V. Lebedev and I. M. Khalatnikov, "Hamiltonian hydrodynamic equa-

3072 J. Math. Phys., Vol. 27, No. 12, December 1986 

(4.27a) 

(4.27a') 

(4.27b) 

tions for a quantum fluid in the presence of solitons," SOy. Phys. JETP 48, 
1167 (1978). 

21. E. Dzyaloshinskii and G. E. Volovick. "Poisson brackets in condensed 
matter physics," Ann. Phys. (NY) US,67 (1980). 

3D. D. Holm and B. A. Kupershmidt, "Poisson structures ofsuperftuids." 
Phys. Lett. A 91, 425 (1982). 

4B. A. Kupershmidt. "Mathematical aspects of quantum fluids. I. General­
ized two-cocycles of 4He type," J. Math. Phys.16, 2754 (1985). 

sB. A. Kupershmidt, "Mathematical aspects of quantum fluids. II. 4He, and 
Clebsch representations of symplectic two-cocycles," J. Math. Phys. 27, 
2437 (1986). 

6B. A. Kupershmidt, Discrete Lax Equations and Differential-difference 
Calculus (Asterisque, Paris, 1985). 

B. A. Kupershmidt 3072 


	JMP, Volume 27, Issue 12, Page 2823
	JMP, Volume 27, Issue 12, Page 2832
	JMP, Volume 27, Issue 12, Page 2842
	JMP, Volume 27, Issue 12, Page 2848
	JMP, Volume 27, Issue 12, Page 2853
	JMP, Volume 27, Issue 12, Page 2861
	JMP, Volume 27, Issue 12, Page 2868
	JMP, Volume 27, Issue 12, Page 2872
	JMP, Volume 27, Issue 12, Page 2876
	JMP, Volume 27, Issue 12, Page 2892
	JMP, Volume 27, Issue 12, Page 2903
	JMP, Volume 27, Issue 12, Page 2908
	JMP, Volume 27, Issue 12, Page 2920
	JMP, Volume 27, Issue 12, Page 2922
	JMP, Volume 27, Issue 12, Page 2936
	JMP, Volume 27, Issue 12, Page 2944
	JMP, Volume 27, Issue 12, Page 2949
	JMP, Volume 27, Issue 12, Page 2953
	JMP, Volume 27, Issue 12, Page 2963
	JMP, Volume 27, Issue 12, Page 2964
	JMP, Volume 27, Issue 12, Page 2966
	JMP, Volume 27, Issue 12, Page 2973
	JMP, Volume 27, Issue 12, Page 2987
	JMP, Volume 27, Issue 12, Page 2995
	JMP, Volume 27, Issue 12, Page 2998
	JMP, Volume 27, Issue 12, Page 3003
	JMP, Volume 27, Issue 12, Page 3014
	JMP, Volume 27, Issue 12, Page 3016
	JMP, Volume 27, Issue 12, Page 3022
	JMP, Volume 27, Issue 12, Page 3036
	JMP, Volume 27, Issue 12, Page 3040
	JMP, Volume 27, Issue 12, Page 3051
	JMP, Volume 27, Issue 12, Page 3055
	JMP, Volume 27, Issue 12, Page 3061
	JMP, Volume 27, Issue 12, Page 3064

